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Abstract

With the increased demand for fast and real-time processing of data that is continuously generated, there have been a lot of advancements towards building technologies which can process streams of data and generate output with minimal time lag. There are quite a few technologies available today for data stream processing and this increases the need to compare and evaluate them in order to find out the strengths, weaknesses and suitability of each in different problem scenarios.

This MSc project evaluates the characteristics and performance of two major data stream processing technologies based on results obtained by executing benchmark tests on these technologies in order to provide recommendations on their suitability in different problem scenarios.

Few important data stream processing technologies were studied to identify the differences in their architecture, design and use. Based on this, two of the most suitable candidates, Apache Spark Streaming and Apache Storm, were selected on the basis of their popularity and availability to be further evaluated. To conduct evaluations on the basis of practical experiments, few of the available benchmarks developed to test the performance of data stream processing technologies were studied and the most suitable one was selected based on closeness to a real world use case and availability of test data. The results obtained for various test cases run on both technologies were recorded in order to analyse their performance and behaviour.

Based on these observations and a detailed comparative analysis, it was found that for a standalone configuration, Apache Storm was able to process data streams faster than Apache Spark Streaming and also handle more rate of ingestion of input data into the system, thereby suggesting that Apache Storm is more suitable for task intensive problem scenarios. Apache Spark Streaming, on the other hand, was found to be more suitable when the problem scenario demands fault tolerance or is more data intensive in nature.
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Chapter 1

Introduction

With an increased focus on data and how it can be used as “the new oil” to gain more value in business and research, there has been a sharp increase in the amount of data generated, processed and stored in every domain.[1] Be it the financial and business industry where huge amounts of banking transactions and stock data are captured for instantaneous processing and monitoring or the medical and life sciences domain where large data sets containing clinical and patient data are researched to bring in knowledge breakthroughs, the size and complexity of data is constantly on the rise. Even in the research areas related to oceanography and astronomy, a lot of effort is put into processing and managing vast amounts of data.[2]

The fact that more than 2.5 quintillion bytes of data gets generated each day and that around 90% of the total amount of data present in this world has been created in the last two years indicates that the rate of data growth is extremely high and ever-increasing.[3] This introduces the concept of “Big Data”, an appropriate name coined in 2005 by Roger Magoulas, the Director of Market Research at O’Reilly Media.[2]

1.1 Big Data

Big Data is a general term given to massive quantities of information assets that are complex enough to demand innovative processing techniques to gain deep and valuable insights into the data.[4] It is characterised by certain specific and complex features which make handling of big data unique and different from handling just large amounts of data. Although in the recent years, industry experts and researchers have come up with around ten such characteristics, the following three, as explained in a research note published by Doug Laney, then Group Analyst at META (now a part of Gartner) in February 2001, were identified to be the most essential characteristics which describe the nature of big data [5]:
1.1.1 Volume

This characteristic refers to the quantity or the size of data that needs to be captured or processed. While trying to handle big data, it has to be considered that the size of the concerned data sets are usually massive, in the order of petabytes, zettabytes or above according to the nature of the problem. Data Volume is the key reason behind the fact that it is impossible to store and handle big data using traditional relational database management systems. Not only will it fail to adequately store such huge quantity of data, it will also introduce more issues such as increase in cost and no reliability.[6]

1.1.2 Variety

Data Variety refers to the fact that data is not restricted to be of the same type or structure. It may exist in different formats such as documents, images, emails, text, video, audio and other kinds of machine generated data such as from sensors, GPS signals, RFID tags, DNA analysis machines, etc. The data might follow a particular structure or might be completely unstructured in nature.

Variety also indicates that data may have to be captured, blended and aligned from different sources. This increases the complexity of the data analysis as not only it has to be cost efficient while retrieving different types of data, it also has to be designed in such a way that it is flexible and efficient enough to handle data from multiple sources.[6]

1.1.3 Velocity

Data Velocity refers to data in motion, continuously streaming into the system. A few examples of streaming data are the clicks generated by various users logged into a
particular website or readings being taken from a sensor. Some of the challenges that Data Velocity introduces are maintaining consistency in volatile data streams and ensuring completeness of the analysis and processing required on streaming data.

Two new concepts that get introduced when Velocity is concerned are Latency and Throughput. Throughput describes the rate at which data is being consumed or ingested into the system for processing whereas Latency is the total time taken to process the data and generate the output since the data entered into the system. While trying to process or analyse data in motion, it is very important to keep up with the speed at which data is being ingested into the system. The architecture of the system capturing, analysing and processing data streams should be able to support real-time turnaround time, that is, a fraction of a second. Also this level of efficiency must be consistent and maintained over the total period of processing time.

This characteristic led to the development of new technologies which focus on real-time processing of data streams. These technologies capture data from varied sources and of varied data types continuously in streams and quickly process them to generate output almost instantaneously without much time lag.[6]

1.2 Data Stream Processing Technologies

Data Stream processing is the analysis of data in motion. Streaming data is iteratively accepted as input and continuously processed to deliver the desired output in as little time lag as possible.

Data Stream Processing Technologies are platforms that are built keeping the objectives and requirements of data stream processing of in mind to efficiently extract insight and intelligence, generating output or alerts in real-time. These technologies are designed to handle massive volumes of data coming in from multiple sources and have a highly available, fault tolerant and scalable architecture. In contrast to traditional models where data is first stored, indexed to gain access speed and finally processed as per requirements, these systems capture data on-the-fly and start processing without storing it. [7]

1.3 Project Goal

Data stream processing technologies in its essence deal with complex concepts and are developed to tend to complex requirements. There is currently a lot of research and development going on to build technologies that better achieve the diverse requirements. As a result, recently, many different data stream processing technologies have been developed and made available for use. Each product is uniquely designed, their architecture specially built to perform fast paced analytics on continuously streaming data.

With so many data stream processing technologies available today, it is important to understand the differences in their architecture, design and processing strengths. This enables one to decide which technology can be the best candidate among others based on the project requirements and the resources available. This project attempted at taking
a step forward in gathering knowledge and analysing the strengths of the data stream processing technologies, evaluate them through quantitative experiments and finally recommend the suitability of the different technologies in different scenarios.

The goal of this project was to first achieve a good understanding of the different data stream processing technologies available, select two of the major technologies to further evaluate the differences in their approach towards processing data streams experimentally by performing specific benchmark tests and finally be able to produce a detailed comparative analysis to understand and note their suitability in different scenarios.

The project was guided by the following specific objectives that were identified and finalised during the Project Preparation phase:

- Comparing and evaluating two of the major technologies for data stream processing, that is, Apache Spark Streaming and Apache Storm and gather knowledge about their behaviour through execution of evaluation tests in a standalone machine.
- Finding explanations for the results obtained from the experiments using knowledge gained about their architecture and configuration.
- Performing a comparison of the computational model, maximum throughput threshold, latency and fault tolerance features of Apache Spark Streaming and Apache Storm.
- Recommending the suitability of these technologies in different scenarios based on the comparative analysis.

1.4 Approach

The following is the approach taken to achieve the project goal and its objectives.

Firstly, the architecture and the design of the major data streaming technologies were studied. A lot of background reading was done in order to gain knowledge in how the technologies differ in their approach towards handling data streams. The observations and finding are discussed in detail in Chapter 2.

Secondly, to conduct experiments on the technologies, few of the benchmark tests available for evaluating data stream processing technologies were studied. Out of these, the one designed and developed by Yahoo! was chosen to be used for this project for various reasons such as availability of source code, consideration of a real world scenario while designing the process, and focus on the ease of use by giving attention to automation. This benchmark test has been discussed in detail in Chapter 3.

Thirdly, in order to execute the benchmark evaluation tests in the selected hardware infrastructure, certain additional software installations and configuration changes were required. All the steps undertaken to create a working environment for the benchmark test has been discussed in Chapter 4.
The benchmark tests were then executed for both the technologies. Also, certain configuration parameters identified for each technology were changed to see how these parameters affected the performance of the technologies. Lastly, the results obtained were analysed and interpreted in order to understand the performance level of the technologies. Comparative analysis of these results was done in order to understand which technology provided better performance results and finally recommend the suitability of these technologies for different scenarios. The experiments planned and executed have been discussed in Chapter 5 followed by the results obtained and comparative analysis in Chapter 6.
Chapter 2

Background

This chapter discusses the background study done on the various data stream processing technologies. Getting to understand the various technologies, their architecture and design was a major pre-requisite for the successful completion of this project. It helped to understand the purpose and characteristics of data stream processing technologies and how these achieve the specific requirements. Information and knowledge about the differences in architecture and design of the various technologies helped to get a clear idea about various aspects such as to how the technologies handle streaming data or how the internal set-up helps with data processing.

2.1 Data Stream Processing Technologies

Data Stream Processing Technologies as explained in Section 1.2 are the technologies of today, when the requirement is to not only handle huge amounts of data but to be able to quickly produce results for continuous, never-ending data streams. These technologies should be flexible enough to be configured with various input and output systems and capable enough to achieve very quick response time. Considering that it may be used to handle real time continuous critical data such as financial stock transactions based on which important financial decisions may be taken, it is crucial that it ensures real time processing and generation of output with bare minimum turnaround time.
Few of the Data Stream Processing Technologies considered for evaluation are as follows:

### 2.1.1 Apache Spark Streaming

Apache Spark Streaming, as the name suggests, is an extension to Apache Spark API capable of handling stream processing of live or real-time data [8]. The core Apache Spark is a cluster based computing framework, designed and developed in AMPLabs at the University of California. It was later given to Apache Foundation in order to make it open source and strengthen its user and developer community.

Apache Spark is a system which is capable of taking in huge amounts of data as input, loading it into its multiple cluster nodes and processing them in parallel. The data is broken down into immutable and smaller sets of data and assigned to the various nodes in the system. Each cluster node then processes only the data that has been assigned to it, thereby ensuring very fast processing using the concepts of data locality.

Spark applications are executed in parallel as multiple instances of the same process working on different sets of data on each node in a cluster. Spark requires cluster managers to allocate resources or processing nodes to it. Once the nodes are allocated, the Spark engine gets access to ‘executors’ on the nodes, which are processes that accept and store data for that particular node and process computations. After this, Spark engine sends the application code as a JAR or Python file to each node and finally the tasks that need to be executed. The advantage of following such a framework is that each node gets its own executor process which runs till the Spark application is alive and also runs multiple tasks using multiple threads. Also, Spark does not enforce the use of its standalone cluster manager and supports the use of cluster managers such as Mesos or YARN, which are capable of connecting to multiple applications. As long as the driver program gets access to the executors, Spark can use any of the three cluster managers [9].
Apache Spark programs may be written in various programming languages as it provides with APIs for Python, Java, Scala and R. Additionally, as extensions to the core Apache Spark application, SQL query execution, Hadoop Map and Reduce operations processing, machine learning, graph data processing and data stream processing are also available.

Apache Spark Streaming, an extension to the Apache Spark core application, is one of the most popular data stream processing technologies till date. It has an ever growing user and developer community, with more than 400 developers from around 100 companies.

### 2.1.1.1 Architecture:

The architecture of Spark Streaming may be describes on a high level using the following representation:

![Diagram of Apache Spark Streaming Architecture](http://spark.apache.org/docs/latest/streaming-programming-guide.html)

Apache Spark Streaming allows the integration of various messaging and data input system such as Amazon Kinesis, Apache Flume, Apache Kafka, social media systems such as Twitter, distributed database systems such as Hadoop Distributed File System, etc. to accept input data for processing. Data once ingested into the system is processed using high level functions such as map, reduce, window and join. Lastly, the output generated can be sent to multiple data sinks as per the user requirements. For example the generated output data may be stored in distributed file systems such as HDFS or may be stored in normal database system. Apache Spark Streaming may also be configured or integrated to dashboards showing live generated output data [9].
Drilling down to how data is handled in Apache Spark Streaming, it can be explained using the following figure:

![Figure 4: A diagrammatic representation of data is internally handled in Apache Spark Streaming. (Recreated from http://spark.apache.org/docs/latest/streaming-programming-guide.html)](image)

Streams of data are accepted or ingested into the Apache Spark Streaming system from an external data source. These continuous streams of data are further broken down or divided into multiple sections or batches, which are then sent to the underlying Apache Spark engine. The core Apache Spark engine treats these batches of data as normal immutable data sets which need to be processed as per the application logic. The output data generated after processing are also delivered in batches.

Continuous input data streams are represented as Discretised Streams or DStreams in Apache Spark Streaming. This is a high-level abstraction provided in order to represent the continuous streams received as input or the data streams generated by processing the input streams. The DStream is internally further broken down into continuous series of immutable, distributed and partitioned data sets known as Resilient Distributed Data sets or RDD [11]. Each RDD belonging to a particular DStream contains data from a certain time interval. This can be represented by the following figure:

![Figure 5: A diagrammatic representation of how DStreams are broken down into Resilient Distributed Datasets. (Recreated from http://spark.apache.org/docs/latest/streaming-programming-guide.html)](image)

All operations defined on the Discretised Streams are replicated to be executed on all Resilient Distributed Datasets. The RDDs, being individual and unique sets of data, are processed in parallel, thereby using data parallelism to handle data processing.

### 2.1.1.2 Characteristics of Apache Spark Streaming:

#### 2.1.1.2.1 Fault Tolerance:

Apache Spark Streaming is able to ensure fault tolerant processing of data streams as it uses the concept of Resilient Distributed Datasets at the granular level. Resilient Distributed Datasets or RDD are immutable sets of data elements which can be recomputed and determined. Each RDD is able to remember the series of deterministic
operations that were performed on the input dataset to create it. Every time the RDD is re-computed, it will return back the same results without any change.

However one thing that needs to be paid attention to is that the input data, being continuous streams of data, cannot be stored anywhere before processing. In such cases, there has to be a mechanism to get access to the data that was received by the worker node. To tend to such problems, Spark Streaming replicates the input data across multiple worker nodes. This ensures that if one worker node fails, then it can pull out the information from another worker node, where the received data was replicated.

In any data stream processing system, there are three basic steps that the executed, that is receiving of data, processing it and finally sending the data to output system. While receiving the data from an input source, the fault tolerance semantics of the source also needs to be considered. Secondly, the receiver at the Spark Streaming side also needs to be configured as reliable or non-reliable as per the requirement. A reliable receiver will always acknowledge the receiving of a dataset from the input source. In case of any failure, the acknowledgement is not received and so the input source re-sends the data when the receiver is up and running again. In case of unreliable receivers, no acknowledgement is sent back and so in case of failures, there is no way in which the input source will have information that the data did not reach the destination. According to the requirement, Apache Spark provides the facility to configure the receiver behaviour.

As far is processing of data is concerned, Spark Streaming ensures an “Exactly-once” guarantee as it uses the concept of RDD, as explained above. Lastly for sending the data to the output system, again the fault tolerance semantics of the output system needs to be considered along with Spark Streaming. Most of the output operations follow “At-least once” semantics but it is configurable to be changed to “Exactly-once”. Spark Streaming provides with “Exactly once” guarantee for fault tolerance which ensures that there will be no data loss and duplication of processed data due to re-work.[12]

2.1.1.2.2 Throughput:

Ensuring high throughput is one of the most important factors for a data stream processing technology. Apache Spark Streaming is able to withstand very high throughput as it efficiently parallelises the process of accepting data into the system. Input Discretised Streams represent the data streams being taken in as input for processing. Each Input Discretised Stream or DStream is associated with a Receiver object which has the responsibility of taking the input data in and storing it in the memory of Apache Spark.

In order to ensure high throughput, Spark provides the facility of receiving multiple streams in parallel. This can be achieved if multiple receivers are created. These receivers simultaneously accept data from the input DStreams in order to maintain a high rate of data ingestion. [13]

2.1.1.2.3 Scalability:

Being a cluster based framework, Apache Spark Streaming, or rather Apache Spark supports the execution of jobs in multiple nodes connected to each other. These cluster
nodes work in parallel in order to balance the processing load. Apache Spark is capable of dynamically increasing or decreasing the number of nodes working in parallel using Dynamic Allocation method. Depending on the status of the batch jobs, Apache Spark includes or excludes processor nodes, thereby making it highly scalable. If there is not much work to be done, that is, not many jobs left to be executed with respect to the number of executor nodes that are idle, the cluster is scaled down. This usually increases the batch processing times. Similarly if there are many jobs queuing up and the system is not being able to keep up with the data load, more nodes are initiated, thereby scaling the system up and decreasing the processing time for each batch, to manage the load on the system. This process of dynamically scaling the cluster up or down depending on the load of the system makes Apache Spark or Apache Spark Streaming a highly scalable system.

In order to increase the scalability of the system further, Apache Spark Streaming has included the Elastic Scheduling feature in the latest release for Apache Spark 2.0. According to this, the system dynamically changes the processing time of jobs according to the rate at which data is ingested into the system. [14]

2.1.2 Apache Storm

Apache Storm is a free and open source distributed computing framework which can take in unbounded streams of data as input and process them in real time in order to generate the desired output without much time delay. It was originally designed and developed by Nathan Marz and his team at BackType. Later the product was acquired by Twitter and finally given to Apache Foundation to maintain and take the project forward. It was mainly developed as a product to cater to the requirements of a highly scalable system capable of real time data stream processing. [15]

Being a distributed computing framework, Apache Storm has a well-defined setup which enables many processing nodes to be connected together. The Apache Storm cluster superficially resembles a Hadoop cluster but internally there are a lot of differences in the architecture and design. The main difference is that on Hadoop clusters run multiple MapReduce jobs whereas Storm runs what is called a topology. MapReduce jobs and topologies are very different in its essence, the main being that a job execution will eventually come to an end, whereas a topology will never complete execution until and unless it is killed.

There are two kinds of nodes that can be found in a Storm cluster, namely the master node and the worker node. Each Storm cluster has one master node and multiple worker nodes which are connected together by a Zookeeper cluster. The master node runs a daemon called “Nimbus” which takes care of sending code to the cluster nodes, assigning tasks to the worker machines and finally monitoring the cluster for sudden failures. The worker nodes too run a daemon called “Supervisor” which is responsible for accepting assigned tasks as directed by Nimbus and executing them on one or more worker processes.
Each worker process runs a subset of the main Storm topology and a live topology has multiple worker processes running across multiple machines. A Topology is the main computation graph that has to be defined before using Storm to process data streams. It is a directed acyclic graph that is defined to provide information about the logic that needs to be executed for real-time processing. Each node in a topology defines some specific execution logic and are connected together to define the complete task. The connections or references between the nodes show how data moves around in the topology. [16]

Unlike Apache Spark Streaming, that executes data parallelism, Apache Storm implements task parallelism to support parallelization in data stream processing. Task parallelism is the parallel execution of the different tasks or logical processes across multiple processors or worker nodes. In Apache Storm, each worker node can have multiple executors running and each executor will be assigned a particular task defined in the topology. This could be a spout or a bolt. Furthermore, each executor can run multiple threads to bring in more parallelisation but all threads of a particular executor will run the same task. [17]

2.1.2.1 Architecture:

As discussed, Apache Storm uses the concept of a topology, which defines the processing logic and flow of data to accomplish data stream processing. The basic abstraction provided by Apache Storm here is the concept of a stream, which is a continuous unbounded sequence of tuples. These can be transformed to new streams by the use of primitives. Storm defines two kinds of primitives for this purpose, namely, the “spouts” and “bolts”. The primitives define each node in the topology and have specific responsibilities defined.

Spouts work as sources of data streams for Apache Storm and are capable of accepting tuples as input from external messaging and database systems such as Distributed file systems, Apache Kafka, Apache Flume etc. and ejects them into the topology as streams. Similarly, bolts are the nodes which are responsible to execute specific
processing logic on the data streams and produce new data streams. Bolts are capable of various kinds of data processing such as filtering tuples, perform streaming aggregations and joins, execute functions, communicate with databases, etc.

A combination of spouts and bolts make a topology which needs to be submitted for execution to the Storm cluster. The edges that connect the nodes in the topology indicate the direction in which data flows. A topology defined by Storm may be represented as follows:

![Topology Diagram](http://storm.apache.org/releases/current/Tutorial.html)

Figure 7: A diagrammatic representation of a topology consisting of spouts and bolts as nodes and edges connecting them together. (Recreated from [http://storm.apache.org/releases/current/Tutorial.html](http://storm.apache.org/releases/current/Tutorial.html))

2.1.2.2 Characteristics of Apache Storm:

2.1.2.2.1 Fault Tolerance:

Apache Storm manages faults in various ways. Firstly, considering the daemons run in the master node and the worker nodes, namely the Nimbus and Supervisor demons, both follow the “fail-fast” technique, that is, in case of any failure or erroneous conditions, the daemons destruct themselves. The state of the master and worker nodes is maintained by the Zookeeper cluster instead of the daemons. This is the reason why in case of any failure, the Nimbus and Supervisor daemons can self-destruct. While returning to normal state, the daemons can be restarted with the help of any daemon supervision tool. Being stateless, the daemons can recover as if nothing happened before.

If any of the worker processes face unexpected failure, Nimbus tries to restart it for a number of times before assigning the work to another process. If Nimbus itself becomes unresponsive, the only change that takes place s that no new worker processes are assigned jobs. However the existing worker processes keep running as they do not need any intervention from Nimbus. [18]
By default, Apache Storm maintains an “At-Least Once” message delivery semantic for fault tolerance. This is achieved by generating a unique identification number for each tuple. Whenever due to some failure, a tuple is not sent to a bolt for processing, the tuple ID against that particular tuple is taken note of and instructions are sent to the spout that generated the tuple to re-send it. This ensures that each tuple is delivered at least once. However it also leads to duplication of tuples, due to the fact that when the spout re-emits the tuple, it sends it to all the bolts it is connected to, thereby resulting in message duplication. [19]

2.1.2.2 Scalability:
Apache Storm ensures the system to be highly scalable by using the services of Zookeeper server to dynamically monitor the load on the system and allocate or de-allocate worker processes. Also the degree of parallelism of the topology may be changed by editing the settings. [20]

2.1.3 Apache Flink
Apache Flink is an open source computing framework which has been to handle distributed data analytics on batch and streaming data. Apache Flink at its core is a streaming dataflow engine which exhibits fault tolerance, low latency of processing and distributed processing of data streams [21]. It was designed and developed as an academic project named Stratosphere, before being acquired by Apache Software Foundation and renamed as Flink. [22]

Apache Flink, contrary to, Apache Spark Streaming builds batch processing on stream processing engine and is supported by an iteration support, program optimization techniques and memory management [21]. It has been developed in Java and Scala and provides development API in Java as well as Scala. These dataflow programs are automatically compiled and optimized which are executed in a cluster or cloud environment. Apache Flink works in unison with a number of data input systems such as Apache Kafka, distributed database systems, etc. [23]

Apache Flink brings together multiple APIs in order to execute all required applications, such as, DataStream API to allow users to program transformations and define processing logic on streaming data using Java and Scala, DataSet API to define programming logic on static data using Java, Scala and Python and Table API, which allows programmers to define SQL like queries embedded in Java and Scala. Moreover, Apache Flink also brings in various libraries to support the core framework, such as, CEP or a complex event processing library, Machine Learning library and Gelly, a graph processing library and API. [21]

2.1.3.1 Architecture:
Apache Flink has a layered architecture, where each layer builds on top of the other, increasing the level of abstraction of the application. The layers of Apache Flink are as follows:
The Runtime layer is responsible for receiving a program called a JobGraph which is a parallel data flow with tasks defined that take in data streams as input and generates transformed data streams as output.

The DataStream and DataSet API sit on top of the Runtime layer and both generate JobGraphs through their compilation processes. The DataSet API uses an optimiser to generate a plan that is optimal for the program while the DataStream API uses stream builder.

The JobGraph is deployed and executed in a variety of options available such as local, remote cloud or in cluster using YARN, etc. This layer lies under the Runtime layer.

The topmost layer consists of various APIs and libraries that are combined together in Apache Flink to generate DataStream and DataSet API programs. The various libraries and APIs available for DataStream API are the complex event processing library and the Relational Table and SQL API. Similarly the DataSet API supports FlinkML for Machine Learning extension, Gelly for graph processing and Relational Table and SQL API. [25]

The component stack described above can be represented as follows:

![Diagram of Apache Flink Component Stack](https://ci.apache.org/projects/flink/flink-docs-release-1.1/)

When an Apache Flink system is initiated, it creates one JobManager instance and one or more TaskManager instances. The JobManager is the driver and co-ordinator of the Flink application [26]. To make the system highly available, multiple JobManagers may be instantiataed, out of which one is elected as the leader and the others remain standby. JobManagers have the responsibility of scheduling tasks and co-ordinating
monitoring and failure recoveries. On the other hand, TaskManagers are the worker processes which execute the assigned parts of the parallel programs thereby buffering and exchanging the data streams. When a Flink application is submitted for execution, a client program is created that performs all the pre-processing required to change the program into parallel data flow logic. This is then executed by the JobManager and the TaskManagers. The client is not a part of the execution process. After the client has created the dataflow and sent it to the Master process, it may disconnect or stay alive to receive reports about the execution progress. [27]

Apache Flink streaming programs use the concept of “streams” and “transformations”. Streams are an intermediate data result whereas transformations are operations which take in one or more data streams as input and produce one or more output streams. Normally each transformation is associated with one operation but in special cases it may be associated with multiple. While executing a program, it is first mapped to a streaming dataflow which consists of several streams and transformation operators. Each streaming dataflow are connected to one or more sources and sinks. The dataflows resemble the concept of Directed Acyclic graphs. [28]

Programs or streaming dataflows are by default parallel and distributed in Apache Flink. Streams are sub-divided into stream partitions and operators are sub-divided into operator sub-tasks. These sub-tasks are executed in parallel in multiple threads running on multiple machines. [29]

2.1.3.2 Characteristics of Apache Flink:

2.1.3.2.1 Fault Tolerance:

While many transformations or operations only concentrate on the current work or event at hand, some operations required to remember information across multiple events. Such operations are said to be stateful. The state of these operators are maintained as key value pairs and sent to the operator along with the data streams in a distributed manner. So access to the key-value state is only possible on keyed streams. Aligning the state along with the current key-value stream ensures that all state operations are local operations, thereby guaranteeing that the transactions are consistent without much overhead.

Apache Flink uses a combination of stream replay and checkpoints in order to ensure fault tolerance. Checkpoints are specific points in streams and state from which the streaming dataflow can be re-read or resumed to maintain consistency. The fault tolerance mechanism of Apache Flink keeps on saving snapshots of the current state in specific intervals. In case of a machine, software or network failure, Apache Flink stops the execution of the application and restarts the operators to work from the latest successful checkpoint. The input streams are also reset. This is how Apache Flink guarantees “Exactly-once” semantic.

By default Apache Flink guarantees “Exactly-once” semantic but it may be configured to make it work to provide “At-Least once” delivery. [30]
2.1.4 Amazon Kinesis

Amazon Kinesis Streams is a framework under Amazon Web Services that has been designed and developed to take in process streaming data in real time in order to generate the required output with minimal time delay. It can be used to build customised applications and execute it to generate the desired data or gain business intelligence. Amazon Kinesis Stream has a well-defined library consisting of functions known as Amazon Kinesis client library which can be used for this purpose. The processing technology is able to take in input data streams from a range of data sources in order to process the data and the processed data streams generated can then be sent to storage systems or dashboards. Amazon Kinesis Streams seamlessly integrates with other Amazon web services such as Amazon S3, Amazon Redshift, etc., to transfer data. [31]

2.1.4.1 Architecture:

Amazon Kinesis Streams can be divided into distinct function units, namely, the Producer and the Consumer. The producer has the responsibility of taking in input data streams from various data input systems and continuously injecting or pushing in data streams into the framework, whereas the work of the Consumer is to accept the streams of data and process them in order to generate real-time output data. These output data streams are then stored or passed on to a range of other Amazon Web Service products such as Amazon Redshift, Amazon DynamoDB, etc. [32]

Figure 9: A diagrammatic representation of the architecture of Amazon Kinesis. (Image taken from http://docs.aws.amazon.com/kinesis/latest/dev/key-concepts.html)

Producers inject a continuous stream of input data into the system. These streams are further divided into one or more uniquely recognised sets of data records called data shards, which have a fixed capacity. A data record is the basic unit of data that can be accepted into Amazon Kinesis Streams. Each data record is given a unique sequence number by Streams, a partition key which is a combination of Unicode characters which could go up to a maximum size of 256 bytes, and lastly, the actual data blob
which is an immutable data set of size up to 1 MB. The partition key is used to decide which shard will be used to push the data record into the system.

The data shards are of fixed capacity which means that the total data capacity of the streams at a particular time is directly proportional to the number of data shards present. Hence more the number of data shards created for an application, higher is the throughput recorded [33].

The producer initiates the process by accepting data records from external data source and injecting them into Streams system. For each record, the stream it will be sent to, a unique partition key and the actual data blob will be assigned. The partition key will be further used to find out the particular shard that the data record will be sent to. When a shard completely gets filled with data records and the full capacity has been exhausted, all its contents are sent to a particular worker node or consumer for processing [34].

One thing that has to be noted here while configuring Amazon Kinesis Streams is that the range of numbers used to generate partition keys should exceed the total number of shards present in the system. If not then the data records will have a tendency to map to only a limited number of shards thereby resulting in uneven distribution of the data records among the shards.

The consumer has the responsibility of reading data records from a shard and processing them. Each consumer is associated with one shard and accesses the data records in that shard using the shard iterator. The shard iterator specifies the range of data records that the consumer will read from that particular shard [35].

The consumers can be associated with multiple Amazon EC2 instances to process the data. If the information of this integration is maintained in the Auto-scaling group then the system automatically uses this to make the system highly scalable. Based on the data load at a particular time on the system, EC2 instances are initiated or stopped. Also when any EC2 instance or instances fail, the same information is used to assign another instance to complete its work load. Auto-scaling ensures that at a particular point of time, a fixed number of EC2 instances are up and ready irrespective of the data load.

2.1.4.2 Characteristics of Amazon Kinesis Streams:

2.1.4.2.1 Fault Tolerance:
Amazon Kinesis Streams ensure fault tolerant systems by maintaining the state of the current processing and the streaming data. This state is maintained across three different facilities in an Amazon Web Service area. The copies are kept available as back up for the next seven days. In case of any failures related to system, application or machine, the data can be successfully pulled out from back up in order to process it again to generate desired results. [31]

2.1.4.2.2 Scalability:
Amazon Kinesis Streams works toward providing high scalability to all applications. This is done by connecting the consumers present to the multiple EC2 instances
running and their references maintained in the Auto-Scaling group. This allows the system to keep a track as to when the system needs a scaling up or down according to the load of data being injected into the system.

2.1.4.2.3 Throughput:
Amazon Kinesis Streams ensures high throughput for applications by allowing users to control the number of shards defined in the system. Increasing the number of shards connected to the data streams will result in a higher rate of ingestion of data into the system.

2.1.5 Google Data Flow
Google Dataflow is a data stream processing technology designed and developed by Google. It aims at providing very high scalability and the capability of processing massive amounts of data streams and generating desired output in real time.

Google dataflow focuses on performing complex processing on huge amounts of data which can be much more than the memory capacity of a large clustered or distributed system. Google Dataflow manages such huge data load by providing complex but abstracted logic for breaking down the data streams into small sets and processing them in parallel. Moreover, it enables and supports Extract, Transform and Load activities for extracting data from one data storage and storing it in another in a new format or structure. [36]

It consists of two main components which provide support for data processing:

2.1.5.1 Dataflow SDKs:
The Software Development kit or SDK is required to define and develop programs for data processing. This kit very efficiently handles the task of dividing the data into smaller sets to be processed in parallel by all the worker nodes connected in the distributed network.

The Dataflow SDK consists of APIs created to interact and integrate various data storage systems, formats and services. Each data processing job is conceptualised as a pipeline which is an object which takes in data sets as input, processes them or works on it to create output data sets. Various methods for transformations and defining data types are available as abstractions in the development kit.

Recently, Google Dataflow SDK has been added as a project under Apache Foundation named Apache Beam. It is currently in the incubator stage. Although the transition process has already started, Google Dataflow still is a Google owned product.

2.1.5.2 Google cloud platform managed services:
Google Dataflow is integrated with the various other Google managed services available using the cloud network. This makes the data processing technology to be very strong and efficient to handle multiple use requirements. Services such as Google
Cloud Storage, Google Compute Engine and BigQuery are integrated with Google Dataflow. Various tasks such as optimising interactions and performances and distributing the input data among the nodes and parallelization of the work are handled by the technology in order to seamlessly integrate the different services.

2.1.5.3 Architecture:

The architecture that Google Dataflow is built on can be described using the following representation:

![Figure 10: A diagrammatic representation of the architecture of Google DataFlow.](http://dataconomy.com/google-cloud-dataflow/)

Google Dataflow comprises three main components in the system. These are the data input and streaming component, the module responsible to carry out all processing and transformations and finally the data ejection or generation component.

Google Dataflow uses the facility to work in unison with other Google services and manages to quickly accept streaming data into the system and send them to the various modes for parallel processing. All these activities are abstracted in way that the user does not have to put in much effort to design and develop a customised application. Various processing transformations and modules are available to be used on the data. Finally the processed data, that is, the output data sets are stored in various data output systems such as distributed database systems or other integrated services provided by Google. [37]
2.1.5.4 Characteristics of Google Dataflow:

2.1.5.4.1 Fault Tolerance:
In case of any error or failure in data processing, the pipeline, which is the abstraction provided by Google Dataflow to represent the processing jobs, throws error messages and then retries processing the data up to a maximum of four tries. If the bundle of data fails to process correctly for all the four times, the pipeline fails and stops its execution. [38]

However, for data stream processing, Google Dataflow is configured to re-process a data bundle unlimited number of times, in case of failure. Dataflow maintains logs for each node and for each processing job. In an event of failure, the log is accessed and referenced to re-send the information about data delivery and the state of the node. This mechanism ensures that Google Dataflow by default provides with “Exactly-Once” semantic for fault tolerance. [39]

2.1.5.4.2 Scalability:
Google Dataflow is a highly scalable system and is able to dynamically increase or decrease the number of machines connected to Google Dataflow distributed framework depending on the total data load on the system.

2.1.5.4.3 Latency:
Google Dataflow, similar to Apache Storm, defines Directed Acyclic Graphs to specify the processing flow of data streams. These graphs, once deployed and started to execute, do not stop until there is a need to descale the system. Google Dataflow uses the concept of extreme parallelization of tasks in order to keep the latency very low. [39]

2.2 Choosing appropriate candidates
This section describes how a comparative and critical comparison was done among the various Data Stream Processing Technologies in order to focus in and select two of them to carry out the evaluation. To do this, all the data stream processing technologies were first studied in detail. This exercise helped in understanding the architecture of each technology and how the differences among the technologies affect the execution of data stream processing. Also factors such as user community size, popularity of usage as a product, cost issues were considered in order to reach a decision.

All the data stream processing technologies considered for this study are distributed or cluster based systems, ensuring that there is parallel execution of work. Secondly all of them can be integrated with multiple data systems, both for taking input or generating output. Thirdly all of them are capable enough to handle large data sets continuously entering the system, processing them with low latency and then generating the output in real time. The evaluation work planned was to drill down more into two of these
technologies and find out which one provides with better performance in specific network, software and hardware conditions.

One of the major factors that impacted the decision was to select technologies which were free and open source. Google Dataflow and Amazon Kinesis are both available at a particular charge and so were difficult to be considered as good candidates for this evaluation project. Google Dataflow offered a 60 day free trial period for using all products under the cloud platform, but it was estimated using the Google Cloud Platform Pricing Calculator that the charge for using Google Dataflow for a month is around $370. This was recognised as a hindrance as it was not considered a wise idea to plan for the project keeping in mind that there would be no access to the system after the 60 day trial period ends. Similarly, Amazon Kinesis, though being a strong data stream processing candidate, is not included in the Amazon Web Services free tier and is available for use only for a specific charge.

The other three technologies, namely, Apache Spark Streaming, Apache Storm and Apache Flink, are all under Apache Foundation. These technologies are all free and open source. Apache Flink is a strong upcoming technology for data stream processing but is yet to put through various tests for its processing capabilities [22]. Also Apache Spark Streaming and Apache Storm have a wider user community and are more popular as technologies implemented to handle data stream processing in various business and technology companies.

Apache Spark Streaming has been successfully implemented and used in companies such as Uber, Pinterest and Conviva among many others [40]. It has a lot of popularity these days in the user and development community. Similarly, Apache Storm is another technology quickly gaining a lot of focus. Apache Storm is successfully implemented and used in Yahoo since 2012. Apache Storm is also used in Groupon, Twitter, Spotify, Yelp, etc.

Based on the above findings, Apache Spark Streaming and Apache Storm were selected as the two most suitable candidates to go ahead with the evaluation test execution.

2.3 Benchmarking Data Stream Processing Technologies

This section discusses in detail the different benchmarks that were analysed in order to select a suitable benchmark test for this project. With the increasing demand and focus of fast and accurate data stream processing technologies, there is a lot of interest in developers and users to find out which technology may better handle the requirements of a data stream processing technology, such as, high throughput, low latency, high scalability, good fault tolerance mechanism among others. Due to this there have been a few benchmarks designed and developed by specific academic or business groups. A few of them were considered for this project.

The first benchmark that was looked into was one developed and implemented for a telecommunication organisation by SQLstream. The business requirement was to prevent dropped calls on a wireless 4G network by recognising patterns that impact the service of calls and network and to improve the quality of calls by enabling real-time
corrective actions. There was an existing in-house application that the organisation was already using but wanted to use the benefits of a data stream processing system in order to improve performance, save time and manage cost issues. SQLstream performed a market evaluation for the organisation and zeroed in on SQLstream Blaze and Apache Storm as two suitable candidates. A benchmark test was then implemented and results were noted for that organisation. [42]

Although the evaluation was well defined and explained in the report, there was no access or mention about the data format and data set used as this evaluation was developed for a private organisation. Moreover, this benchmark test evaluated a technology that was not selected as one of the suitable candidates. Hence access to the source code was mandatory to replicate the exact test for Apache Spark Streaming. Hence this benchmark was not considered suitable for this project.

The next benchmark that was reviewed in detail was an evaluation of data stream processing technologies performed for data driven applications. The evaluation research was conducted by Jonathan Samosir, Maria Indrawan-Santiago and Pari Delir Haghighi, belonging to the faculty of IT at the Monash University, Australia. A detailed evaluation was performed on Apache Spark Streaming, Apache Storm and Apache Samza using quantitative as well as qualitative methods of testing. The data for the evaluation test was acquired from Monash Institute of Railway Technology. Although the data set was a static one, this evaluation simulated data streams out of it using the services of Netcat. The data records were replicated for a number of times to create bigger data sets. [43]

This benchmark test was clearly explained and both quantitative and qualitative evaluations were considered. However there was no access to the data and the source code in order to implement the benchmark for this project.

Another benchmark reviewed was designed and developed by Yahoo!. This was created in order to evaluate Apache Spark Streaming, Apache Storm and Apache Flink against a scenario which was designed to emulate a real world problem. The processing logic comprised an advertisement event count per campaign. It included reading data tuples from Apache Kafka sent in JSON format. These tuples are read, parsed and filtered before calculating a windowed count of the number of advertising events per campaign. The data is stored in an in-memory data storage system called Redis. The benchmark aims at studying how the processing times change with respect to the throughput and what latency is recorded for each data stream processing technology. [44]

This benchmark looked very promising as firstly it was designed and developed by engineers at Yahoo! which has been using data stream processing technologies to process their data for years now. Secondly Yahoo! attempted to create a real world scenario with data being pushed into a database and accessed whenever required. Lastly, this benchmark gave full access to their source code which helped in the basic understanding the origin and flow of data. Due to these factors, this particular benchmark was selected to be implemented and executed.
As this benchmark uses Apache Kafka and Redis as the data ingestion and the data storage systems respectively, the following are discussed in details.

### 2.3.1 Apache Kafka

Apache Kafka is an open source distributed messaging system which has been designed to be fast, durable and scalable. Essentially it has been designed to follow a publish-subscribe messaging pattern, where the message senders or the ‘producers’ do not send the messages directly to receivers. Instead, they just categorize messages into different classes. The receivers or the ‘consumers’, on the other hand, receive messages by registering interest to a particular message class or classes. The whole process of sending and receiving messages is executed without the sender having any knowledge of the receiver and vice versa. [45]

#### 2.3.1.1 Architecture

Apache Kafka works as a cluster which connects multiple producers and consumers to one or more servers known as brokers. This architecture may be represented as follows:

![Diagram of Apache Kafka Architecture](http://kafka.apache.org/documentation.html#introduction)

The producers send the messages to the Kafka cluster where they are stored in different categories. The Kafka cluster in turn has the responsibility of serving these messages to the consumers.

In order to understand the design and architecture of Apache Kafka, it is important to be familiar with the following terminologies:

#### 2.3.1.1.1 Topic:

A Kafka topic is a category or name given to the set of messages being published. It is a high level abstraction that Apache Kafka provides to work in sync with the publish-subscribe messaging pattern. Each topic is further broken down into partitions containing sequence of messages. These sequences cannot be manipulated. The
messages in each partition are assigned a unique sequential number known as offset for identification.

Figure 12: A diagrammatic representation of partitions with ordered messages in a Kafka topic.

Messages saved in each partition are also continuously appended to a log file. Through this facility Kafka is able to retain messages for a considerable period of time. It is possible to set the maximum amount of time for which the messages will be available for consumption. For example, if Kafka is configured to retain messages till 4 days, then each message will be available for consumption till 4 days from its creation, after which it would be deleted to free up space.[46]

2.3.1.1.2 Producers:

Producers are the programs which publish data to the partitions in a topic. It is responsible of deciding which message to be sent to which partition in the topic. Different algorithms may be used for this as per requirement. For example, the producers may follow the round robin method to balance the load of messages in each partition or may execute some algorithm which takes some key from the message itself and uses it to zero in on the partition.[47]

2.3.1.1.3 Consumers:

Consumers are the programs responsible for receiving the published messages from the partitions and processing them.

There are two different messaging patterns used by the various message oriented middleware systems, namely, the Queuing pattern and the Publish-Subscribe pattern. For message queuing, consumers may read from a particular server and each message goes to one of the consumers from the pool. On the other hand, the publish-subscribe pattern lets the servers broadcast the messages to all consumers before being received
by just one from the pool. Apache Kafka mixes both the concepts and brings in an extra layer of abstraction by logically grouping consumer instances into consumer groups.

Each server broadcasts the messages to all consumer groups, thereby following the publish-subscribe messaging pattern. However a message at a particular instance is taken up by just one consumer instance in a particular consumer group, thereby internally using message queuing system to decide which consumer instance will work on which message.

If all consumer instances are tagged to the same consumer group, then it works like a traditional message queuing system. Similarly, if each consumer instance belongs to a different consumer group, then it behaves as a publish-subscribe messaging system.

![Figure 13: A diagrammatic representation of how Apache Kafka uses the concepts of both message queue and publish-subscribe messaging pattern. (Recreated from http://kafka.apache.org/documentation.html#introduction)](http://kafka.apache.org/documentation.html#introduction)

Apache Kafka ensures a better ordering of messages than a traditional message system. In a traditional message system, the server maintains the messages in order. However when multiple consumers feed on the messages from the same server, the messages are asynchronously delivered to the consumers to ensure parallelism. So although the server sends the messages in order of their storage, it may so happen that the messages are out of order when received by the consumers. In order to force the messages to be fed to the consumers in order, messaging systems bring in the concept of selecting an “exclusive consumer”. This ensures that only one consumer instance will feed on messages from a particular queue, thereby compromising on parallelism.

Kafka solves this issue by using the concept of partitions. The messages are stored in multiple queues or partitions instead of just one. These partitions are assigned to consumer instances in such a way that each consumer instance is allotted to feed messages from a single partition, thereby ensuring the maintenance of message
ordering during consumption. Also, as there are multiple partitions, Kafka is able to ensure parallel processing of messages and load balancing over multiple consumer instances.

It should be noted that Kafka only ensures message ordering for consumption within a partition and not between different partitions in a topic. If a total ordering of messages is required, then all messages have to be stored in a single partition. [48]

Apache Kafka, being a distributed messaging system, allows partitions in the message logs to be distributed over the servers in the cluster. This is done in such a way that each server takes responsibility of a share of partitions. Also while replicating the partitions in the servers or brokers, it is ensured that each partition data is available to more than one servers. This helps in tolerating faults as if one message gets lost from a particular partition in a server, then it can be replicated from another server.

Each partition is allocated a “leader” server, which handles all the read and write operations for it. The other servers which also have the data for that partition act as “followers” and passively replicate the status of the leader. In case the leader server fails, one of the followers is elected as the leader and from then it takes the responsibility of all read and write operations for that partition. Each server acts as the leader for a few of its allotted partitions and followers for the rest. This mechanism helps in balancing the load properly across the system. [49]

Apache Kafka is designed to provide with the following guarantees:

3 The messages in a partition will be stored in the same order in which the producer sends to it.

4 The consumer instances will be feed on messages from a partition in the same order in which it is maintained.

5 For a topic with replication factor N, Apache Kafka is capable of handling N-1 failures without losing any messages that has been committed and stored in the partition log. [50]

5.1.1.1 Characteristics of Apache Kafka:

5.1.1.1 Fault Tolerance:

As mentioned above, Apache Kafka is a fault tolerant system as it assigns the messages in a particular partition log to several brokers or servers out of which one is selected as the leader and the others remain as followers who passively copy the state of the leader. The leader has the main responsibility of carrying out the reading and writing of the messages. If the leader fails, one of the followers takes its place and keeps on carrying out the operations.

In order to understand how Apache Kafka handles message delivery faults, it is important to break it down into two problems: the guarantee provided while publishing the message and while consuming the message.
Concentrating on how a producer handles message delivery faults, Apache Kafka allows different configurations to be set to get the required level of accuracy. Producers keep a check on messages which failed to deliver by assigning a “primary key” to each message. If a producer sends a message to the broker but no confirmation is sent back due to a network failure, then it keeps on sending the message with the assigned primary key until a confirmation is sent back to the producer.

As for how a consumer handles faults in message delivery, here too Apache Kafka allows different configurations to be set as per the requirement of fault tolerance. By default consumers read a message, process it and finally save its position in a log file. If at any point of time, the consumer fails before it saves its position in the log file; the new process that takes up the work will read and process the message again.

This is how Apache Kafka guarantees an “At-least-once” delivery by default. However it is possible to change this to “At-most-once” delivery by restricting the producers to resend messages in case of no confirmation from the broker and configuring the consumer to save its position in the log file before processing the message. Configuring it to work to guarantee “Exactly-once” delivery needs co-operation from the destination system and so makes it a little difficult to implement than the other two. Also the consumers need to also save whether the message has been processed or not in the log file along with the position of the message.[51]

5.1.1.1.2 Throughput:

Throughput is the rate at which data is introduced into a system. For a messaging system which is used to ingest data into data stream processing technologies, it is important for it to be able to handle very high throughputs.

Apache Kafka ensures very high throughput by allowing multiple producers to work in parallel to publish messages in multiple partitions. This kind of parallelization helps Apache Kafka to easily manage huge loads of data. Also multiple consumers working in parallel make sure that the load is balanced.

Also Kafka servers or brokers are designed to handle hundreds of megabytes of message reads and writes per second from thousands of clients, thereby being able to handle very high throughput.

5.1.1.1.3 Scalability:

Apache Kafka is highly scalable and allows cluster to elastically and dynamically increase its size as per the load of the data being ingested into the system. This does not require any downtime or does not result in any slowness in data publishing and subscribing. Data is partitioned and spread over multiple processors or machines working in parallel which enables the system to handle data load which is impossible to be processed by a single machine.
2.3.2 Redis

Redis Database System is an open source in-memory data store. In-memory database or Main memory database systems use main memory to store and fetch data. This is to ensure faster response time. The data required to be stored is compressed to a large extent and loaded into main memory in a non-relational format. [53]

Redis is very efficient in streamlining the work that is required to be done while processing queries in order to fetch data. This is the reason why Redis is a preferred choice for a database to be used for real-time data processing which requires storing and fetching data from data stores to be very fast. Redis supports the use and handling of various data structures such as lists, sets, strings, sets, hashes, bitmaps, etc. These data structures can be created, stored and fetched using simple queries. [54]

Redis being an in-memory data store, it is very essential for it to apply algorithms and techniques to employ better use of the main memory. As in-memory databases do not have the facility to have ample storage, it is mandatory to apply certain eviction policies to manage the use of the main memory. Redis allows many configuration options for this purpose. One of the options popularly used is the Least Recently Used eviction policy. When there is a query to be processed, Redis checks whether the amount of data generated for this query is greater than the maximum memory space available. If so, it follows the configurations set to apply the particular eviction policy and free up space from main memory for new data. [55]

2.3.2.1 Characteristics of Redis:

2.3.2.1.1 Scalability:

To ensure high availability, Redis has a built-in replication logic in which several slave servers maintain the state of the master server. One master server may have one or many slave servers which are able to replicate the master asynchronously. This reduces the overhead required to divert the attention of the master server for synchronous replications. However each slave server acknowledges the amount of data it has replicated from the stream from time to time. To reduce the number of connections made by the slave servers to the master server, the slave servers follow a cascade-like network structure and connect to other slave servers in order to replicate data.

Replication in Redis is non-blocking for both master and slave servers. This means that the master server keeps on executing queries while one or more slave servers are performing the initial synchronization with it. The slave servers too are capable of handling queries when they are synchronizing their data. This is done by using the old version of the dataset, provided that Redis has been configured to do so. However, after the initial synchronization, the slave server should update the old records of the data sets and during this time it should restrict itself from entertaining any new connections. This replication facility available in Redis makes it a highly scalable database system as the slave server may be used to handle complex and slow queries while the master server is busy. [56]
2.3.2.1.2 High Availability:

Redis Sentinel is a distributed system which may be configured to work alongside Redis to provide fault tolerance capabilities to it. Multiple Redis Sentinel processes run in parallel to constantly monitor whether the master and the slave servers are up and running as expected. In case of a failure being detected in the master server, Redis Sentinel appoints one of the slave servers to become the master and reconfigures all the slave servers to follow the new master. In addition to this, it also informs the applications using Redis about the address of the new master server.

The distributed nature of Redis Sentinel ensures that Redis is highly available even if one or few of the Sentinel servers are not working. [57]
Chapter 3

Benchmark for Evaluation

In order to evaluate Apache Spark Streaming and Apache Storm as data stream processing technologies, a good benchmark based on a scenario similar to real-time problems was required. As explained in Section 2.3, few of the available benchmarks for evaluating data stream processing technologies were looked at in detail and after critical analysis; the benchmark developed by Yahoo! was selected.

Yahoo! is one of the largest multinational technology company providing valuable services to customers such as Yahoo! Search, Yahoo! Mail, Yahoo! News and many other advertising, video sharing and social media portals. It has a huge customer base and most of its services encounter very large number of views and access by its customers. Due to this, it is essential for Yahoo! to process huge amounts of data generated in real-time. Yahoo! has been using the services of open source Data Stream Processing technologies for a considerable period of time to support their business. Yahoo! initially had internally developed a platform called S4 before moving on to using the services of Apache Storm in 2012. Since then Yahoo! has been using Apache Storm extensively and presently the number of nodes running Storm for Yahoo! has reached around 2300. [44]

Yahoo! planned and developed the benchmark test in order to evaluate the various other data stream processing technologies available as open source for a real world scenario or problem. The test was initially developed to assess Apache Spark Streaming, Apache Storm and Apache Flink, but due to the way it has been designed, the same test can be further extended to be used on the other available technologies.

3.1 The Benchmark Functional Design

The benchmark test has been designed to work as a simple advertising application. There are a number of advertising campaigns and a number of advertisements per campaign. These advertisements are published in various online websites and other web and mobile applications. Users accessing these applications or websites might choose to take some actions on these advertisements such as viewing the details or purchasing the item, etc. These actions are divided into specific categories. Whenever a user takes an action on any of the advertisements, it is considered as an event generated. The function
of the application is to accept these events in real time and count the number of advertisements per campaign for which some specific events were generated at a particular time interval.

The details of the campaigns, its advertisements, the events performed, the time at which the event was generated and all other related data are specified in the input document which is continuously fed into the system as JSON events by Apache Kafka. The benchmark test accepts the various JSON events, filters out the irrelevant ones and finally calculates a windowed count of the events for each campaign generated at a particular time. These counts are continuously updated in the Redis data store.

The individual steps executed by the test are as follows:

1) A JSON event is accepted or ingested from Apache Kafka.
2) The JSON event received as a string is then de-serialized as a JSON object.
3) The irrelevant events based on a particular criterion are filtered out.
4) The relevant and required fields from the JSON object are extracted.
5) For each event the advertisements related to a particular campaign is updated in Redis.
6) The number of advertisements for each campaign generated within a specified time span is counted together and the results are updated in Redis along with the time stamp which indicates the time at which Redis has been last updated. [44]
3.2 The Benchmark Technical Design

The technical design for the benchmark test has been well thought and implemented. It has been designed in such a way that there is only one control script which can be used to navigate through the different stages of executing the benchmark test. The control script is a simple bash script which when executed with different parameters, calls different processes to be executed. It handles the tasks described in the following subsections.

3.2.1 Installation of all the required technologies

If the bash script is executed with the parameter ‘SETUP’, it downloads and installs all the required technologies. The versions of the technologies which need to be loaded have to be correctly specified in the bash script. These details are maintained in variables which are used at runtime to install the particular version of the technology. This makes the code re-usable when newer versions of the technologies are available.

![Figure 15: A representation of how the control bash script is executed to install the technologies for benchmarking.]

The script when run, firstly acquires the closest Apache mirror to download the Apache technologies. Using the directory names and the version numbers stored as variables in the script, it downloads all the required zipped files using “wget” or “curl” and saves the zipped folders in a particular directory for future re-installations.

3.2.2 Executing the tests

This benchmark test was developed to compare and evaluate three different data stream processing technologies, namely, Apache Spark Streaming, Apache Storm and Apache Flink. Hence the bash script enables the user to run tests for each of these technologies. Running the script with different parameters execute the benchmark for the different technologies. For example, if the script is run with parameter “SPARK_TEST”, the evaluation test is executed for Apache Spark Streaming. Similarly, with parameter “STORM_TEST”, the test executes for Apache Storm.

![Figure 16: A representation of how the control bash script is executed to run the evaluation test for Apache Spark Streaming.]

Each of these tests executes multiple steps in the order as described below:

1) The Zookeeper server is started first. Zookeeper needs to be instantiated before the Kafka server as it works in unison with Apache Kafka to manage activities such as electing a leader server for Kafka brokers, configuring the Kafka topics and maintaining the information about consumer-partition mapping, etc.
2) The Redis server is instantiated in order to ensure that it is running before Kafka
starts updating or querying anything from it.

3) The Apache Kafka server is instantiated and if the Kafka topic does not already
exist, it is created with the number of partitions required as mentioned in the
 corresponding variable.

4) The data stream processing technology is initialised and started. For Apache
Storm, this includes starting the Nimbus and Supervisor daemons, instantiating
Storm UI and logviewer. Similarly for Apache Spark Streaming, this command
starts the Spark Master and Worker processes.

5) The topology is defined for Apache Storm. This step is not required for Apache
Spark Streaming.

6) The input data is created as a JSON documents and then passed on to Apache
Kafka which creates streaming events out of it. These events are continuously
fed into the data stream processing technology.

7) The actual processing task is executed on the data events and finally the count
of all advertisements related to a campaign and generated in a particular time
span is calculated and stored in Redis along with the time at which the update is
being made.

8) Processing of continuously generating input data goes on for a particular
amount of time specified by the user in a variable, before stopping Apache
Kafka to emit any more events as input.

9) The topology running for Apache Storm is killed. This step is not required for
Apache Spark Streaming.

10) The data stream processing technology process is stopped. This includes killing
the Master and Worker processes for Apache Spark Streaming and Nimbus,
Supervisor, Storm UI and logviewer processes for Apache Storm.

11) The Apache Kafka server is stopped.

12) The Redis server is stopped.

13) The Zookeeper server is stopped.

All the steps mentioned above are coded in such a way that the operations may be re-
used for each data stream processing technology. [58]

3.2.3 Stopping execution of test

The control script provides with the facility to kill all processes and hence stop the
execution of the test in case of any undesired event. Normally the test execution is
automatically stopped when the processing has run for the amount of time as specified
by the user. In case of any anomalies, the processing can be forced to stop. This is done
by executing the control script using the “STOP_ALL” parameter. All the server
instances and processes are stopped one by one following the order as mentioned in 3.2.2.

3.3 The Input Data

For all data stream processing technologies evaluated here, the format and process of generating and feeding the input data to the stream processing program remains the same. The schema of the input data for this benchmark test is as follows:

1) User ID: This specifies a unique number related to the user performing the event. It comprises random numbers generated from the range of 1 to 100.

2) Page ID: This corresponds to a unique number given to the online website or application accessed by the user. This too comprises random numbers generated from the range 1 to 100.

3) Ad ID: This is the advertisement on which the user has performed an event on. This comprises random numbers generated from the range 1 to 1000.

4) Ad Type: This corresponds to specifying the type of advertisement. It is a string field which is randomly chosen from a finite list of advertisement types. The values which this field may attain are “banner”, “modal”, “sponsored-search”, “mail” and “mobile”.

5) Event Type: This corresponds to the actual event that the user has performed on the advertisement. It is represented as a string field which is randomly chosen from a finite list of event types. The values which this field may attain are “view”, “click” and “purchase”.

6) Event Time: This is the time at which the event is performed and is stored in milliseconds.

7) IP address: This variable is not actually put into use but is filled in as “1.2.3.4” for each input event.

When the bash script is executed to run one of the evaluation tests, firstly random campaign IDs ranging from 1 to 100 are generated and stored in Redis for future reference. Then the advertisement IDs are created as random numbers ranging from 1 to 1000. For each campaign, ten advertisement IDs are allotted and this campaign to advertisement mapping is stored in Redis. Also random numbers for user ID and page ID are created.

After all the IDs have been generated, the event time for each input document is calculated. This corresponds to the time at which the input event will be emitted by Kafka for processing. In order to calculate this, firstly the current system time is recorded. Then based on the throughput value set by the user, the fraction of a second is calculated at which each tuple has to be generated in order to be able to emit all the tuples in a second. This fraction is practically 1 second divided by the throughput value.
This fraction is incrementally added to the current time in order to get the event time for each tuple in a second.

Now for the total number of event times calculated, random selections from corresponding ranges are for campaign, advertisement, user, page, advertisement type and event type are made and arranged to make a single input document and is passed on to the Apache Kafka system for emission. [59]

3.4 The Benchmark Processing logic

This section discusses the actual processing logic that is executed for the data stream processing technologies. In the previous section, the format of the input JSON strings was discussed and a detailed explanation as to how the data is prepared and sent to Apache Kafka for emission was given. After this, the actual processing logic gets executed in multiple parallel jobs. The logic has been individually developed for each processing technology as the way in which the two technologies define the logic and handle data is different. Below is a detailed explanation of how the processing logic is defined for each technology.

3.4.1 Apache Spark Streaming

The processing logic for Apache Spark Streaming has been developed in Scala. Firstly all the relevant parameter values required to run Apache Spark Streaming are accessed from the YAML configuration file. The parameters include batch duration, Kafka and Redis IP addresses and port numbers, Kafka topic name, etc. The StreamingContext object which is the main entry point for accessing Spark Streaming functionality is created using the batch duration value from the configuration file. Similarly connections to Kafka and Redis are established using the IP addresses and port numbers.

```scala
val commonConfig = Util.readFileAndReadConfigFile(args(0), true).asInstanceOf[java.util.Map[String, Any]]
val batchSize = commonConfig.getOrElse("spark.batchSize", 0)
val topic = commonConfig.getOrElse("kafka.topic", null)
val host = commonConfig.getOrElse("redis.host", null)

// Create context with 2 second batch interval
val sparkConf = new SparkConf().setAppName("KafkaRedisAdvertisingStream")
sparkConf.set("spark.streaming.backpressure.enabled", "true")
val sc = new StreamingContext(sparkConf, Seconds(batchSize))
```

Figure 17: A source code screen shot of how the configuration YAML file is accessed by Apache Spark Streaming in order to fetch configuration parameter values.

All data records processed in a job are first parsed as JSON strings and stored in an array. Next, all records with event type set to “view” are eliminated from the data set and then only the advertisement ID and the event time are extracted and stored in another array. A connection is then established with Redis and the Campaign ID to Advertisement ID mapping is accessed and copied in a HashMap object and is used to
access the Campaign ID for each advertisement in the data records. Eventually a new array with all the three components, that is, Campaign ID, Advertisement ID and event time is created. The next transformation that is done is on the event time which is truncated and again multiplied by 10,000 to make all events generated in a 10 second time span to have the same event time. This benchmark defines the time span or the “window” to be of 10 seconds. So the event time, which is in milliseconds is first converted to Long number, divided by 10,000 milliseconds (or 10 seconds) and then again multiplied by 10,000 to convert it to milliseconds again. This ensures that all events generated during a window period of 10 seconds have the same event time.

Finally the advertisement IDs against each campaign in a window are counted and incrementally updated in Redis along with the current time stamp of the time which indicates the last updated time for that window.

### 3.4.2 Apache Storm

The processing logic for calculating the windowed count of advertisements for campaigns in Apache Storm has been developed using Java. The logic and program flow is quite similar to that developed for Apache Spark Streaming. The major difference here is that the logic is specified by creating a topology containing spouts and bolts.

Here too, firstly parameter values from the configuration file are accessed. These parameters specify the number of Storm workers, ackers and executors per worker have to be instantiated as per the user requirement. Also details such as the IP addresses and port numbers of Kafka and Redis are accessed to connect to them.

```java
Map commonConfig = Storm.findAndReadConfigFile(configPath, true);
String zkServerHosts =  StormConfig.get("zookeeper.servers");
String redisServerHost = StormConfig.get("redis.host");
String kafkaTopic = StormConfig.get("kafka.topic");
int KafkaPartitions = StormConfig.getInt("kafka.partitions");
int workers = StormConfig.getInt("storm.workers");
int ackers = StormConfig.getInt("storm.ackers");
int cores = StormConfig.getInt("process.cores");
int parallel = Math.max(1, cores/7);
zkServers hosts = new zkServers(zkServerHosts);
```

**Figure 18:** A source code screen shot of how the configuration YAML file is accessed by Apache Storm in order to fetch configuration parameter values.

Apache Storm defines processing logic as part of a topology. The TopologyBuilder object is first created and all spouts and bolts are defined for this object.

```java
TopologyBuilder builder = new TopologyBuilder();
builder.setSource("ads", kafkaSource, kafkaPartitions);
builder.setBolt("event_deserializer", new DeserializerBolt(), parallel), shuffleGrouping("ads");
builder.setBolt("event_filter", new EventFilterBolt(), parallel), shuffleGrouping("event_deserializer");
builder.setBolt("event_projection", new EventProjectionBolt(), parallel), shuffleGrouping("event_filter");
builder.setBolt("redis_join", new RedisJoinBolt(redisServerHosts), parallel), shuffleGrouping("event_projection");
builder.setBolt("campaign_processor", new CampaignProcessor(redisServerHosts), parallel);.
```

**Figure 19:** A source code screen shot of how the TopologyBuilder is used to create spouts and bolts to define the processing logic for Apache Storm.
A spout is defined to accept data tuples from Apache Kafka. Then the data tuples are parsed as a JSON string and converted to JSON objects. This is accomplished by a separate bolt which reads the key value pairs for each data record. Another bolt then removes tuples which have event type set as “view”. This is done by just “emitting” the tuple and not using the “ack” method on it to suggest successful processing of the tuple. The filtered data tuples are then sent to another bolt which is responsible for selecting just the Advertisement ID and event time fields to be sent forward to the next bolt. Now the Campaign ID and Advertisement ID table in Redis is accessed and the Campaign IDs for the advertisements are fetched. A new data structure containing the campaign ID, advertisement ID and event time is created and maintained. Again just like for Apache Spark Streaming, the event times are truncated and then again changed to milliseconds by multiplying by 10,000 in order to make events generated in a particular time span of 10 seconds have the same event time.

Finally the advertisement IDs against each campaign in a window are counted and incrementally updated in Redis along with the current time stamp of the time which indicates the last updated time for that window.

### 3.5 The Output Data Generated

This section discusses how the output data generated as a result of the execution of the benchmark for a particular data stream processing technology. When the processing is executed on Apache Spark Streaming or Apache Storm, it is run for some time to let window data get accumulated and stored. During execution, all the windowed counts of advertisements against a combination of campaigns and event times are stored in Redis, which is an in-memory data store. This means that the data stored and maintained in Redis is only available till the execution is active. When the execution duration completes, all the data structures created in Redis get destroyed. In order to not lose the data, this benchmark copies the relevant output information in to text files and stores it under a particular folder for easy access.

There are two data files that are created and stored, namely “seen.txt” and “updated.txt”. After the execution completes, the advertisement counts for each window is copied from Redis and saved in a file named “seen.txt”, and the difference between the last updated time of window and the truncated event time, based on which the counts were generated, is maintained in the file “updated.txt”. When all the tuples for a window have been processed, the last updated time of the window is recorded shortly before the processing completes. So the difference between the last updated time of the window and the window creation time yields a latency data point. As the processing completes, and the execution stops, the last updated time of the window is taken and the window creation time is subtracted from it. This is the end-to-end latency that was incurred for this window, which is the time lapsed in processing the tuples and generating the output since the tuples entered into the system for processing. This information is stored in the “Updated.txt” for future reference.

Subtracting the window duration from this value will further give us the final event latency or the time taken by the final tuple in the window to reach Redis through the application right from its emission at Kafka. This can be shown as below:
window.final_event_latency =

(window.last_updated_time – window.creation_timestamp) – window.duration
Chapter 4

Experiment Setup

This section discusses the steps followed and actions undertaken in order to run the benchmark for Apache Spark Streaming and Apache Storm on EPCC’s NeXtScale nx360 M4 server machine [68]. After the detail theoretical study of the data stream processing technologies and the benchmark test developed by Yahoo!, the next step was to build up the environment for the experiments to be performed. In order to go ahead, it was important to make sure that all the pre-requisites for running the benchmark on the processing technologies are present. It needed a few software and runtime environments to be installed. Finally, the benchmark source code available was pulled from Yahoo!’s GitHub repository and modified to run for this specific environment.

4.1 Working Node

To run the benchmark for Apache Spark Streaming and Apache Storm, the first and foremost step was to ensure that a dedicated working node was available for all the installations and executions required. A working node was assigned for this project, with the provision of getting three more, if required. The node that was assigned belongs to a NeXtScale nx360 M4 server, which is designed to optimise the performance within normal infrastructure limits of a typical data centre. It has access to two Intel® Xeon® CPU E5-2660 v2 processors running at 2.20 GHz each, each with 10 cores. The memory allotted is around 128 GB for each node. The operating system installed is CentOS 8.22.

4.2 Pre-requisite Software Installations

The code for the benchmark was written in multiple languages such as Clojure, Scala and Java. In order to support these languages some additional software has to be installed. A step by step approach as to how the installations were done is as follows:

- GNU Wget is a program that retrieves or downloads contents from a web server. As a lot of software downloads were required to be done in order to render the node a usable one for the benchmark, it was necessary to have a
working version of Wget. Wget was installed using the sudo yum package using the following command:

```
sudo yum install wget
```

- It was found out that Redis programs are written in C programming language. In order to install Redis and get a working version of it running, it was mandatory to have GNU C compiler installed. It was also installed using the sudo yum package as follows:

```
sudo yum install gcc
```

- The Yahoo! Benchmark source code was uploaded and made available through GitHub. It is a repository hosting service and can be used to access and maintain code changes in a systematic manner. Source codes uploaded to GitHub may be downloaded and accessed in local directories using command line tools provided by GitHub. In order to download code, the Git service was required to be installed. The following command was used to install Git:

```
sudo yum install git
```

- The processing logic for Apache Spark Streaming is written in Scala and in Java for Apache Storm. Java and Scala both required developments kits and runtime environments installed in order to run the evaluation tests. For java, JDK 1.8.0 was installed. Also, the environment variables JAVA_HOME and PATH were changed to include the path to access the Java folder. Both these variables being set to include the Java address was also mentioned in “bashrc” script which permanently included the changes, every time the system was accessed. Similarly, for Scala, Scala 2.10.6 was installed. As the working node uses CentOS operating system, the Scala installation was done by downloading and installing the RPM file.

- Apache installations are managed by Apache Maven, which helps to build the various projects. Apache Maven is a software project management tool which manages building, reporting and documentation of all Apache technologies. As three Apache technologies, namely, Apache Kafka, Apache Spark Streaming and Apache Storm are used here, it was mandatory to associate these with Apache Maven. Hence Apache Maven 3.3.9 was installed and its path appended to the PATH environment variable.

- The data preparation logic, data events sent to Apache Kafka for emission and finally generating the output files by accessing the data structures in Redis are written in Clojure. This required the runtime environment for Clojure to be installed. Also as mentioned in the Yahoo! benchmark, Leiningen was needed to be installed to allow easy execution of Clojure programs. Hence Clojure1.8.0 and Leiningen were installed and the environment variable PATH was appended with the address path to access Leiningen.
4.3 Downloading and Setting up Benchmark

After making sure that the working node was ready with all the required software installations, the actual benchmark code was pulled from the repository at https://github.com/yahoo/streaming-benchmarks. As mentioned in Section 3.2, the benchmark has been so designed that all activities are automated by the use of a single bash script. It handles all software installations and execution of evaluation tests on Apache Spark Streaming and Apache Storm. The script is also dynamic enough to handle installations of older and newer versions of the same technology. This does not require any change in the source code. The control script maintains all versions of technologies that need to be loaded in specific variables. Just changing the version number in the variables will run the script to install the required version. As Yahoo! benchmark was released in December, 2015 and since then there has been other newer versions of the various technologies available, it was decided that newer versions will be used instead of the versions Yahoo! used. The versions that were used for this evaluation test are as follows:

- Apache Kafka version 0.8.2.1
- Redis version 3.2.0
- Apache Spark Streaming version 1.6.1
- Apache Storm version 0.10.0

All the required versions of the technologies were installed by the command “./stream-bench.sh SETUP”.

The control parameters that were set for the benchmarks are as follows:

- The window duration was set to be 10 seconds for both Apache Spark Streaming and Apache Storm.

- Apache Spark Streaming and Apache Storm, due to the vast difference in their architecture, handled updates to Redis in very different ways. Apache Spark Streaming uses micro-batching in order to process the data which Apache Storm uses topologies which ensure continuous processing of data. So the updates to Redis for Apache Spark Streaming jobs are called when the job completes execution. However for Apache Storm, the updates to Redis have to be triggered at particular intervals. The SLA for updating Redis with the calculated count of advertisements and last updated time is set as 1 second for Apache Storm. In order to compare the performance with Apache Storm, the batch duration for Apache Spark Streaming was kept to 1 second as well.

- The data streams are prepared with a combination of 100 campaigns and 10 advertisements per campaign. An explanation for how the data is generated and emitted as JSON events is given in Section 3.3.
• One Kafka node with one partition enabled to emit data tuples to the data stream processing technologies.

• There was one Redis node enabled to handle all in-memory data updates and queries.

• One Apache Storm worker was enabled to handle data processing.

• The processing was set to run for 120 seconds, that is, 2 minutes.

4.4 Troubleshooting

While trying to test whether a running version of the benchmark code was established or not, it was found that the Zookeeper server, which works to manage the producers and consumers of Apache Kafka, could not be started. The problem was analysed and it was found that the default port that Zookeeper uses, which is 2181, was inaccessible as it was already being used by some other service. In order to make Zookeeper work, the port number for it was changed to 9999. This change was made to all the required files such as the YAML configuration files, “zookeeper.properties” file and “server.properties” configuration file.

![Figure 20: A screen shot showing that the zookeeper port had to be changed to 9999 in all configuration files due to port conflict.](image)

Another problem faced was an error in the control script. While writing code for starting the Zookeeper server, the original control script wrongly mentioned the path to access the Apache Storm directory instead of the Apache Kafka directory.

```bash
eclf [ "$START_ZK" = "$OPERATION" ];
then
    start_if_needed dev_zookeeper Zookeeper 10 "$STORM_DIR/bin/storm" dev-zookeeper
fi
```

![Figure 21: A screen shot showing that the Yahoo! code for starting Zookeeper server was erroneous and mentioned the Storm directory instead of the Zookeeper directory.](image)

This caused an error when the evaluation tests were run. Identifying this problem, the code was changed in the local version.

```bash
eclf [ "$START_ZK" = "$OPERATION" ];
then
    start_if_needed dev_zookeeper Zookeeper 10 "$STORM_DIR/bin/zookeeper-server-start.sh" "$STORM_DIR/config/zookeeper.properties"
fi
```

![Figure 22: A screen shot showing that the Zookeeper directory was changed in the project implementation.](image)
Another constraint that was noticed in the Benchmark implementation was the hardcoding of the Apache Kafka topic name in one of the files whereas storing it in a variable in the control script, thereby rendering it reusable even when the topic name is changed. In the control bash script and in the configuration YAML files, the Kafka topic name has been maintained as variables. This provides with a lot of flexibility as the same code can be used for a different topic name. It just requires changing the value of the variables. However, in the Clojure file which creates data events and manages the data movement to Apache Kafka and finally from Redis to the output files, the Kafka topic name while creating data events at Kafka is hardcoded. This renders the code to be non-reusable. The Kafka topic name was therefore kept to be what was initially specified by Yahoo!.

```clojure
(.write kafka-o (str json-str "\n"))
(send p (record "ad-events" (.getBytes json-str)))))))))))
```

Figure 23: A screen shot showing that the Kafka topic name has been hardcoded in the Yahoo! benchmarking source code.
Chapter 5

Experimental Details

This chapter discusses the detailed plan and methodology followed in order to evaluate the two chosen data stream processing technologies. As explained in Chapter 3, the benchmark chosen was functionally and technically understood in detail. This helped in achieving a clear understanding of how the data is being generated as tuples, what format is it generated in and what processing steps are being executed in order to transform the data and generate the desired output. Based on this knowledge, the experiments were planned and successfully performed. Also, the knowledge gained about the design, architecture and configurations available for the participating technologies helped in identifying the various control parameters which had the potential to alter the performance of the technologies. These control parameters were included as part of the evaluation process. These factors in combination formed the basis for drawing conclusions as to how one can improve the performance of the technologies. Lastly the individual experiments conducted on the technologies were compared keeping the basic control parameter values and the processing logic same. This helped to gain insight as to which technology can be preferred more than the other in the given hardware, software and network environment.

5.1 General Experiments

This section covers the common experiments that were performed on both Apache Spark Streaming and Apache Storm in order to understand their performance statistics. These experiments also formed the basis of the comparison between the two technologies. These experiments were based on the general characteristics or requirements of a data stream processing technology.

5.1.1 Maximum Throughput threshold Measurement

The aim of this experiment was to find out the maximum throughput value beyond which a particular technology fails to keep up with the rate of data ingestion. To carry out this experiment, a throughput value was first selected as the maximum number of tuples per second that would be sent as input to the system. Based on this maximum value, specific percentages or fractions were defined and specified, for which the test was individually run. For each run, the processing times logged for all the windows in
the output file “updated.txt” were averaged to get a single value per percentage of tuples processed. These values were then plotted against the percentages. This experiment indicated two things. Firstly, how the processing time varies with increasing percentages of tuples processed and secondly, the maximum throughput value at which the processing time significantly increases, thereby indicating that the system is not being able to cope up with the number of tuples ingested into the system. This experiment was run for both the technologies to record the maximum throughput beyond which it fails to keep up with the rate of data ingestion.

Graphs for this test were plotted with processing times in milliseconds, also known as the end-to-end latency with respect to the percentage of tuples for which processing was completed. The results and analysis for this experiment has been explained in Section 6.1.1 for Apache Spark Streaming and in Section 6.2.1 for Apache Storm. Section 6.3.2 compares the experimental results for both the technologies.

5.1.2 Latency Recording

The main aim of this experiment was to find how the final event latency varies with the number of tuples processed by the system. As explained in Chapter 3, the Yahoo! benchmark attempts at logging a windowed count of the number of advertisements per campaign and event time. For this, the window duration has been universally set as 10 seconds. This means that the count of all advertisement per campaign generated in a time span of 10 seconds are periodically updated to Redis against the particular unique Window ID. Now the difference between the time logged during the last periodic update and the window creation time gives us an idea of how much time was required for all the tuples in that window to be processed. Now as the last periodic update was logged just before the window expired, the difference between the processing time logged and the window duration gives us the final event latency. This may be described as the time taken by the last tuple in the window to reach from Apache Kafka to Redis after processing. The calculation may be shown as follows:

Final event latency = (last periodic update time logged for window – window creation time) – window duration

In this experiment, the test was run for different throughput values defined in the control script. For each run, the processing times logged for each window in the file “updated.txt” were averaged to reach a final value. Next, the window duration was subtracted from the processing time to get the final event latency figures for each throughput and plotted against the throughput value for both the technologies. This experiment clearly indicates what kind of latency figures are returned by each technology, thereby providing a ground for comparison. The results and analysis for this experiment has been explained in Section 6.3.3.

5.2 Technology Specific Experiments

This section discusses about all the experiments that were conducted on configuration and other parameters provided for each technology. While gathering background information about the technologies, laid out in Chapter 2, certain technology specific
parameters were identified, controlling which the performance of the technologies were suspected to change. These parameters were considered while conducting experiments so that a complete picture for performance was available for each technology.

5.2.1 Apache Spark Streaming

Apache Spark Streaming allows a number of ways in which the performance of the system may be controlled or optimised. These following parameters were identified while gathering knowledge about the specific technologies.

5.2.1.1 Controlling batch duration

For a Spark Streaming application to be stable it is necessary for the system to process data as fast as it is being received. In other words, the system should be able to process batches of data as fast as they are being created. Depending on the application being run, the batch duration can be changed, that is, increased or decreased in order to get the optimum batch interval which can handle the required data rates. [61]

The batch duration can be changed by specifying the required value in the configuration files as follows:

```
spark.batchtime: 5000
```

**Figure 24:** A screen shot showing how the batch duration is controlled by mentioning the value in the configuration file.

The parameter “spark.batchtime” is read by the Spark Streaming application along with others and the value specified here is used to define the individual batch duration while defining the Spark Context.

```scala
val commonConfig = URLClassLoader.loadClass("org.apache.spark.SparkConf").newInstance().asInstanceOf[org.apache.spark.SparkConf];
val batchSize: Long = commonConfig.getInt("spark.batchtime");
// Create context with 2 second batch interval
val sparkConf = new SparkConf()
    .setAppName("MySparkApp")
    .setMaster("local")
    .setSparkContext(new SparkContext(sparkConf, Milliseconds(batchTime)));
```

**Figure 25:** A screen shot showing how the value set in Figure 23 is used to define the batch duration of each job in StreamingContext object.

For this experiment, the batch duration as specified in the configuration YAML files were increased and decreased keeping the maximum throughput same. The processing times received for all batch durations were recorded and plotted against the percentage of tuples processed. This experiment indicates which batch interval or duration works best for the specific application. One thing to be noted here is that the maximum throughput set has to be kept the same for all batch intervals.

The results and analysis for this experiment has been explained in Section 6.1.2.
5.2.1.2 Applying Backpressure

Backpressure is a concept introduced in Apache Spark Streaming 1.5 to allow the system to behave in a dynamic manner towards handling the rate of data ingestion into the system. If the resources of the cluster are not large enough to handle the throughput, then this feature may be used to automatically and dynamically set the rate of ingestion of data according to the condition of the resources processing data and batch scheduling delays. This ensures that the system receives data only as fast as it can process. [64]

Backpressure can be enabled or disabled as per the requirements of the application. The parameter has to be set to “true” or “false” in the SparkConf object, as shown below:

```scala
// Create context with 2 second batch interval
val sparkConf = new SparkConf().setAppName("KafkaRedisAdvertisingStream")
sparkConf.set("spark.streaming.backpressure.enabled", "true")
val sc = new StreamingContext(sparkConf, Millisconds(batchSize))
```

Figure 26: A screen shot showing how Backpressure is enabled by setting the `spark.streaming.backpressure.enabled` parameter as true in the SparkConf object.

In this experiment, the backpressure parameter was enabled by adding the code for it, as shown in the above figure. Then the test was run for a particular maximum throughput. All processing times returned for each percentage of tuples processed were averaged to get a single value. These figures were plotted against the percentage of tuples processed to understand how the processing varies with the tuples processed. Also the two graphs, one for backpressure enabled and the other for disabled are plotted compared to understand the behaviour of the system.

The results and analysis for this experiment has been explained in Section 6.1.3.

5.2.1.3 Increasing the level of Data Receiving parallelism

For data stream processing technologies, which aim at real time processing of data, it has to be made sure that data receiving is not a bottleneck. In other words, these systems should de-serialise the data and provide with ways to increase the parallelism of data receiving [62].

Apache Spark Streaming also provides with mechanism for this. In this benchmark, Apache Kafka has been integrated with Apache Spark Streaming using the No Receiver or Direct Approach. In this mechanism, instead of using receivers to get data, Apache Spark Streaming periodically queries Kafka for the latest messages using the offset values in each partition of a topic. Each batch receives offset ranges which are used to query the Kafka partitions. When the jobs are launched to process the data, the consumers defined in Apache Kafka reads the particular offset range of messages and delivers it to the Spark Streaming job. Spark Streaming on the other hand, creates as many RDD partitions as there are Kafka partitions, thereby creating a one-to-one mapping of RDD partitions with Kafka partitions to parallelise the data read. So if the number of partitions defined for a topic in Apache Kafka is increased, the RDD partitions will increase as well, thereby increasing the level of parallelism in data receiving. [63]
The benchmark has been designed to specify the name of the Kafka topic and the number of partitions required in the control script as shown below:

```
TOpic=${TOPIC:-"ad-events"}
PARTITIONS=${PARTITIONS:-1}
```

**Figure 27:** A screen shot showing how Kafka topic name and the number of partitions for that topic are specified in the configuration file.

While creating the topic, Kafka creates the required number of partitions using the following command as mentioned in the control script.

```
create kafka topic:
```

**Figure 28:** A screen shot showing how a Kafka topic is created along with the partitions required.

Later when Spark Streaming integrates with Apache Kafka, the Direct Streams method is used to implement the Direct Approach mechanism as shown below:

```
// Create direct kafka stream with brokers and topics
val topicsSet = Set(topic)
val brokers = joinHosts(kafkaHosts, kafkaPort)
val kafkaParams = Map[String, String] 
("metadata.broker.list" -> brokers, "auto.offset.reset" -> "smallest")
System.err.println( 
"Trying to connect to Kafka at " + brokers)
val messages = KafkaUtils.createDirectStream[String, String, StringDecoder, StringDecoder](
  ssc, kafkaParams, topicsSet)
```

**Figure 29:** A screen shot showing how Apache Spark Streaming connects to Apache Kafka using the createDirectStream method where it creates a one-to-one mapping between the RDD partitions and the Kafka partitions.

While conducting this test, a new Kafka topic was created with more than three partitions. And the evaluation test was executed for particular maximum throughput value and batch duration. The processing times obtained for different percentages of tuples processed were recorded. When the individual plots of processing time with respect to the percentage of tuples processed for each partition were obtained, all of them were clubbed together in one graph in order to understand and analyse the differences.

The results and analysis for this experiment has been explained in Section 6.1.4.

### 5.2.2 Apache Storm

Apache Storm also allows a number of ways in which the performance of the system may be controlled or optimised. These following parameters were identified while gathering knowledge about the specific technologies.
5.2.2.1 Disabling ACKing

ACKing is the process of throttling the input data into the topology of Apache Storm application. Just like backpressure in Apache Spark Streaming, ACKing enables the system to dynamically regulate the rate of data ingestion in order to match up with processing slowness or load on the system. This ensures that the rate of processing of data is at par with the rate of tuples entering the system per second. This method also ensures at-least-once message delivery guarantee. So for applications which do not have the requirement of at-least-once delivery guarantees may opt to disable ACKing in order to let go of performance penalties. [65]

In order to disable ACKing, the number of ackers for Apache Storm has to be set to 0. To do this the corresponding parameter “storm.ackers” in the configuration YAML file has to be set to 0 as shown below:

```yaml
#STORM Specific
storm.workers: 1
storm.ackers: 0
```

Figure 30: A screen shot showing how the number of acker is specified by user for Apache Storm in the configuration file.

When Apache Storm is initialised and a StormConfig object is instantiated, this parameter is read from the configuration file and the number of ACKers for this application is set to that number. Setting the parameter to zero disables ACKing for the application as shown below:

```java
int ackers = ((Number)commonConfig.get("storm.ackers")).intValue();
Config conf = new Config();
if (args != null &amp;&amp; args.length &gt; 0) {
   conf.setNumWorkers(workers);
   conf.setNumAckers(ackers);
   StormSubmitter.submitTopologyWithProgressBar(args[0], conf, builder.createTopology());
}
```

Figure 31: A screen shot showing how the parameter for number of ackers is read from the configuration file and set in Apache Storm.

For this experiment, the “storm.ackers” parameter in the YAML file was set to 0 and the test was run for a particular maximum throughput value. The processing times recorded for all windows for each specific percentage of tuples completed are averaged to get a single value for each percentage. These values are then plotted against the percentage of tuples completed to understand how disabling ACKing changes the system behaviour.

The results and analysis for this experiment has been explained in Section 6.2.2.

5.2.2.2 Increasing the number of executors and tasks

In order to implement parallelism in Apache Storm, the concepts of workers, executors and tasks are introduced. A worker process is one of the cores participating in the processing of a subset of the topology defined in Storm. These Worker processes may
have one or more executors or threads running one or more components of the topology, which is, spouts or bolts. An executor is a thread spawned by the worker process which is responsible for the execution of one particular spout or bolt of the topology. These executors may run one or more tasks which do the actual processing or data emission. All tasks belonging to an executor run instances of the same component in the topology. [17]

Apache Storm allows specifying the workers, executors and tasks needed for a particular application. According to the user requirements, these can be increased to facilitate parallelism. In order to control these parameters for this benchmark test, the number of process cores need to be specified in the YAML configuration file as follows:

```
process.hosts: 1
process.cores: 14

#STORM Specific
storm.workers: 1
storm.ackers: 2
```

Figure 32: A screen shot showing how the number of workers and executors are specified by user for Apache Storm in the configuration file.

The parameter values of “storm.workers” and “process.cores” are read by the system from the configuration files. The number of workers for the system is set to the value of “storm.workers” using the “setNumWorkers” method.

As this project focuses on the experimenting with implementation on a single node, the number of workers is kept to 1. The number of executors is calculated from the parameter “process.cores” set in the configuration file. The logic here implemented takes the maximum between one and the value of “process.cores” divided by the total number of topology components, which is seven in this case. Finally the number of tasks for each spout or bolt is specified using the “setNumTasks” method. By default, if nothing is specified by the user, there is one task spawned for each executor and one executor spawned for each worker. The methods that are used to implement the parallelism are shown in the diagram below:

```
int workers = (Number)commonConfig.get("storm.workers").intValue();
int execs = (Number)commonConfig.get("storm.ackers").intValue();
int cores = (Number)commonConfig.get("process.cores").intValue();
int parallel = Math.max(1, cores/7);

builder.setSpout("FakeIn", new KafkaSpout(), parallel, shuffleGrouping("fake.spout"), setNumTasks(2));
builder.setBolt("event.deserializer", new DeserializerBolt(), parallel, shuffleGrouping("event.deserializer"), setNumTasks(2));
builder.setBolt("event.matches", new EventMatcherBolt(), parallel, shuffleGrouping("event.matches"), setNumTasks(2));
builder.setBolt("redirection", new DirectionBolt(), parallel, shuffleGrouping("event.direction"), setNumTasks(2));
builder.setBolt("redirection", new DirectionBolt(), parallel, shuffleGrouping("event.direction"), setNumTasks(2));
...fieldsGrouping("redis_join", new FieldGrouping("campaign_id"));...

Config conf = new Config();
if (args != null && args.length > 0) {
    conf.setNumWorkers(workers);
    conf.setNumAckers(ackers);
}
StormSubmitter.submitTopologyWithProgressBar(args[0], conf, builder.createTopology());

```

Figure 33: A screen shot showing how the number of workers, executors and tasks are set in Apache Storm for an application.
In this experiment, single node execution was concentrated on first. So the number of workers was kept as one. Three test cases were identified, which are as follows:

- One worker with one executor and one task per executor.
- One worker with two executors and two tasks per executor, that is, four tasks in total.
- One worker with two executors and four tasks per executor, that is, eight tasks in total.

The evaluation test was then run for a maximum chosen throughput. The average processing time obtained for specific percentage of tuples processed were recorded and plotted in a single graph in order to notice the variations. The results and analysis for this experiment has been explained in Section 6.2.3.
Chapter 6

Results and Analysis

This section discusses the results obtained after running the evaluation benchmark tests on Apache Spark Streaming and Apache Storm. To systematically perform the tests and log the results, a plan was first created as to how the evaluation will be carried out, as specified in Chapter 5. It was decided that the technologies will first be evaluated individually. Also certain factors or parameters which may affect the performance of the system were tested to analyse whether a change in these parameters yield better results. After a complete analysis of the tests on each technology, a comparative analysis is done in order to find out which technology worked better in the specific hardware, software and network conditions.

6.1 Apache Spark Streaming

This section discusses the results of all evaluation tests run on Apache Spark Streaming. All the experiments as explained in Sections 5.1 and 5.2.1 were executed and the results were logged. The details of the experiments performed and analyses done on the outcome are as follows:

6.1.1 Maximum Throughput Threshold Measurement

As explained in Section 5.1.1, in this experiment, the main objective was to understand how the processing time varies with respect to the percentage of tuples processed. The evaluation test was executed for maximum throughputs of 80,000, 100,000 and 130,000 tuples per second. The batch duration was uniformly set as 1 second and each evaluation test was run for 120 seconds. The processing time for each throughput recorded is shown in the following table:
<table>
<thead>
<tr>
<th>Maximum Throughput (tuples / second)</th>
<th>Percentage of tuples processed (%) (Batch Duration: 1 second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>80,000</td>
<td>8974</td>
</tr>
<tr>
<td>1,000,000</td>
<td>8897</td>
</tr>
<tr>
<td>1,300,000</td>
<td>9006</td>
</tr>
</tbody>
</table>

Table 1: A tabular representation of the variations in processing time with respect to maximum throughput.

The results obtained can be graphically represented as follows:

*Figure 34: A graphical representation of the variations in processing time with respect to maximum throughput.*

We see that with the increase in the percentage of tuples, the time required by the tuples to reach from Kafka to Redis gradually increases for each throughput. For the maximum throughput of 100,000 tuples per second, a very steep rise in the processing time is observed at 100% of tuples processed. The same pattern is noticed in the processing time recorded at 90% of the maximum throughput of 130,000 tuples per second, which is 117,000 tuples per second. Analysing this behaviour of a sudden and sharp rise in the processing time figures at and after 100,000 tuples per second, it is concluded that the threshold for handling throughput for Apache Spark Streaming here is 100,000 tuples per second.
6.1.2 Controlling Batch duration

As explained in Section 5.2.1.1, for this particular experiment, the batch duration was increased and decreased in order to understand how the batch duration affected the end-to-end latency of the system, also known as the total processing time. The evaluation tests were run for batch durations of 1 second, 3 seconds, 10 seconds, 15 seconds and 20 seconds respectively for a maximum throughput of 100,000 tuples per second. The experiment was executed for 120 seconds each time. The processing time values retrieved for specific percentage of tuples processed are as follows:

<table>
<thead>
<tr>
<th>Batch Duration (seconds)</th>
<th>Percentage of tuples processed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>8897</td>
</tr>
<tr>
<td>3</td>
<td>10939</td>
</tr>
<tr>
<td>10</td>
<td>10296</td>
</tr>
<tr>
<td>15</td>
<td>14646</td>
</tr>
<tr>
<td>20</td>
<td>15438</td>
</tr>
</tbody>
</table>

Table 2: A tabular representation of the processing times with respect to batch duration.

Plotting the recorded processing time values retrieved against the percentage of tuples processed, the graphical representation obtained is as follows:

Figure 35: A comparative graphical representation of the effect of controlling the batch duration on the processing time.
It is noted here that decreasing the batch duration decreases the end-to-end latency for the same percentage of tuples processed. However, it is common knowledge that increasing the batch duration results in a decrease in the overhead of switching context from one job to another. More data tuples are processed in the same jobs.

It is important here to experiment and find out the optimum batch duration for a particular processing job at hand. Long batch durations for less amount of data per job will lead to holding up of resources while there is not much work to be done. Similarly, a job with very low batch duration but handling very high throughput of data is not desirable, as it lead to very long processing times.

Here we see that a batch duration of 1 second provides with the lowest processing time figures.

### 6.1.3 Applying Backpressure

As explained in Section 5.2.1.2, this experiment was related to observing the variations in processing times of Spark Streaming if the backpressure feature was enabled. The backpressure parameter was enabled and the test was run for a maximum throughput of 100,000 tuples for second. The batch duration was fixed to be 3 seconds and the experiment was run for 120 seconds. The results obtained are as follows:

<table>
<thead>
<tr>
<th>Backpressure</th>
<th>Percentage of tuples processed (%)</th>
<th>Maximum Throughput: 100,000 tuples per second</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Enabled</td>
<td>11145</td>
<td>11606</td>
</tr>
<tr>
<td>Disabled</td>
<td>10940</td>
<td>11108</td>
</tr>
</tbody>
</table>

Table 3: A tabular representation of the effect of backpressure enabled and disabled on the processing times retrieved with respect to the percentage of tuples processed.
The results obtained may be graphically represented as follows:

![Graphical Representation](image)

**Figure 36: A comparative graphical representation of the effect of enabling or disabling backpressure on the processing time.**

The above graphical representation shows that with backpressure enabled, the processing time or the end-to-end latency of the system increases than with backpressure disabled. The experiment was conducted keeping the objective in mind that if throughput is controlled, the end-to-end latency will also be regulated. Backpressure dynamically handles the rate of data ingestion into the system and hence tries to lower the batch processing time with respect to the batch interval. But it was noticed that although it might have helped in stabilizing the system, it only increased the processing time. This can be due to the fact that with backpressure enabled, whenever there will be a disparity in the processing load and the rate of ingestion of data, there will be a requirement of buffering the messages. This is because backpressure will regulate the throughput and lower it to match with the processing rate of jobs. This can lead to an overhead, increasing the total processing time of the tuples.

### 6.1.4 Increasing the level of parallelism in Data Receiving

As explained in Section 5.2.1.3, in this experiment, the aim was to record the variations in processing time with respect to the percentage of tuples processed when the level of parallelism in data receiving was increased. By default, this benchmark was set to use one partition at Kafka to emit the tuples. This was increased to three partitions and the results were noted down. The experiment was conducted on 3 second batch duration with a maximum throughput set to 100,000 tuples per second. A new Kafka topic with 3 partitions was created and used to run the tests for 120 seconds. The variations in the processing time noted down are as follows:
Table 4: A tabular representation of the processing times retrieved in Apache Spark Streaming with respect to the increase in Kafka partition.

<table>
<thead>
<tr>
<th>Number of partitions</th>
<th>Percentage of tuples processed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Throughput: 1,00,000 tuples per second</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>10940</td>
</tr>
<tr>
<td>3</td>
<td>10912</td>
</tr>
</tbody>
</table>

Graphically representing the above information, we get the following:

![Graph](image)

Figure 37: A comparative study of the effect of increasing the level of parallelism on the processing time.

It is observed that for lesser percentages of tuples the processing time observed for both one partition and three partitions are more or less the same. As the percentage level increased the processing times observed while using three partitions greatly shot up. One possible explanation for this unexpected result can be that the level of parallelism is required to be increased more at the data processing side rather than data receiving. More number of partitions and RDD instances result in more jobs being generated to be processed at the same time, the extent of which the system is not capable to handle. This increases the end-to-end latency or the total processing time of the tuples.
6.1.5 Conclusion

By the experiments conducted on Apache Spark Streaming, the following observations were made:

- Apache Spark Streaming is unable to handle throughput as high as 100,000 tuples per second in this case.
- Reducing the batch duration resulted in lower end-to-end latency figures or processing times.
- Increasing the parallelization of data input affects the system adversely, increasing the latency recorded for the jobs. This may be due to the fact that job scheduling becomes the bottleneck with more jobs waiting to be executed at the same time. Increasing the working nodes in Spark Streaming cluster should normalise this issue to an extent.
- Applying Backpressure to let the system dynamically decide as to how much rate of data will be ingested depending on the load of the system increases the processing time figures. This may be due to the fact that there is a lot of buffering done for the messages waiting to be ingested when the system throttles the data input rate and lowers it.

6.2 Apache Storm

This section discusses the results of all evaluation tests run on Apache Storm. All the defined experiments as explained in Sections 5.1 and 5.2.2 were performed and the results carefully recorded. The results obtained against each test and analyses of the results are presented below:

6.2.1 Maximum Throughput threshold Measurement

As explained in Section 5.1.1, the aim of this experiment was to find out the maximum throughput threshold for Apache Storm for the given evaluation conditions. The experiment was conducted separately for four different maximum throughputs set, which are 90,000, 110,000, 130,000 and 150,000 tuples per second. For each throughput, the variations in processing time with respect to the percentage of tuples processed were recorded. The results obtained are as follows:
Maximum Throughput (tuples / second) | Percentage of tuples processed (%) | 1   | 10  | 25  | 35  | 50  | 75  | 90  | 100 \\
--- | --- | --- | --- | --- | --- | --- | --- | --- \\
90,000 | 10012 10056 10197 10248 10892 12354 14796 20154 \\
1,10,000 | 10065 10156 10258 10376 11712 14258 17956 23451 \\
1,30,000 | 10425 10894 11240 11897 12432 15879 20348 36784 \\
1,50,000 | 10875 11237 11985 12745 15647 26497 37214 45213 \\

Table 5: A tabular representation of the processing times retrieved in Apache Storm with respect to the maximum throughput.

A graphical representation of the above observation led to understanding how the processing time varies for each throughput.

It was observed that the processing time or the end-to-end latency of the application when run on Apache Storm keeps increasing as more number of tuples is processed by the system. Also a very steep rise in the processing time is noticed when the system processes 130,000 tuples per second. The time taken for the tuples to be processed and...
the output to be updated in Redis is much longer while trying to handle throughputs of and above 130,000 tuples per second. So it may be concluded that for the given application being run on the specific hardware, software and network setup, the maximum throughput threshold for Apache Storm is 130,000 tuples per second.

6.2.2 Disabling ACKing

As explained in Section 5.2.2.1, in this experiment, the aim was to find out whether disabling ACKing or Automatic backpressure has any effect on the end-to-end latency figures or not. The experiment was conducted for a maximum throughput of 100,000 tuples per second. The test was run for 120 seconds for both ACKing enabled and disabled. The processing time or end-to-end latency figures obtained are as follows:

<table>
<thead>
<tr>
<th>ACKing</th>
<th>Percentage of tuples processed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Throughput: 100,000 tuples per second</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Enabled</td>
<td>9788</td>
</tr>
<tr>
<td>Disabled</td>
<td>10107</td>
</tr>
</tbody>
</table>

Table 6: A tabular representation of the processing times obtained for Apache Storm with respect to the ACKing enabled and disabled.

Graphical representation of the above information is as follows:

Figure 39: A comparative graphical representation of the effect of ACKing on the processing time for Apache Storm.
It is noted here that with ACKing disabled, the processing time figures are reduced to a certain extent than with ACKing enabled. ACKing is the process of dynamically controlling the data ingestion rate in order to stabilise the system and protect it from sudden data surges. It also guarantees that there is no loss of messages as the messages currently not being accepted into the system are buffered and stored for future processing. However the extra work being done introduces slowness and hence the processing figures are a little high with ACKing enabled.

### 6.2.3 Increasing the number of executors and tasks

This experiment as explained in Section 5.2.2.2, involved recording the variations in processing time with respect to percentage of tuples processed when the number of executors and tasks are increased. The results obtained for a maximum throughput of 100,000 tuples per second are as follows:

<table>
<thead>
<tr>
<th>Parallelism</th>
<th>Percentage of tuples processed (%)</th>
<th>Maximum Throughput: 100,000 tuples per second</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>1 worker, 1 executor and 1 task</td>
<td>9908</td>
<td>10080</td>
</tr>
<tr>
<td>1 worker, 2 executors and 2 tasks</td>
<td>9797</td>
<td>10287</td>
</tr>
<tr>
<td>1 worker, 2 executors and 4 tasks</td>
<td>9788</td>
<td>9777</td>
</tr>
</tbody>
</table>

Table 7: A tabular representation of the processing times obtained for Apache Storm with respect to the number of workers, executors and tasks.
The above information can be represented using the following graph:

![Graph showing variations in processing times](image)

**Figure 40: A graphical representation of the variations in processing times when the number of executors and tasks are increased.**

It was observed that with the increase in the number of executors or tasks per executor, the processing times decreased to an extent. This indicated that with the increase in the number of executors and tasks, the level of parallelism increased. The system was able to process data faster and better keep up with the rate of ingestion of data.

### 6.2.4 Conclusion

Looking at the various experiments performed on Apache Storm, the following observations are made:

- Apache Storm is not able to handle throughput more than 130,000 tuples per second in this evaluation test. The processing time or the end-to-end latency figures surge up suddenly when the throughput reaches 130,000 tuples per second or more.

- Increasing the parallelism of the system by increasing the number of executors and tasks reduce the end-to-end latency figures. As this project concentrated on a single node execution of the evaluation benchmark, the effect on processing time when more nodes or workers are used has not been experimented with. However increasing the number of executors and tasks brings in performance benefits.

- Disabling Automatic Backpressure, although does not guarantee “at-least-once” delivery of input data messages, surely helps reducing the processing time figures.
6.3 Comparative Analysis

In this section a comparative analysis is done between Apache Spark Streaming and Apache Storm based on the detailed study and experimental analysis done. This section throws some light on which technology is better suited for processing data streams in similar hardware, software and network conditions. The analysis and comparisons are done looking at the various important factors and requirements of a data stream processing technology, which are as follows:

6.3.1 Computation Model

This refers to how the data is handled according to its basic architecture. A comparative analysis of the architecture points out the basic difference in how the data is handled in each system and how it is made available for processing. It also points out to performance differences rising out of difference in the nature they handle or process data.

Apache Spark Streaming and Apache Storm follow very different architectures to process data streams. Apache Spark Streaming is a batch processing system and uses the core Apache Spark engine to process data. It takes in data streams and creates micro-batches of tuples or data records. These small sets of data batched together are immutable in nature and thus can be processed as normal data batches by the core Spark engine. Apache Storm on the other hand is a pure streaming technology and uses topologies to define processing logic. It processes data events one at a time using spouts and bolts defined in the topology.

These basic differences in their architecture point out that while Apache Storm, being a pure streaming technology, processes data just as it is injected into the system, Apache Spark Streaming has to first spend some time in batching events before assigning them to jobs for processing. Due to this Spark Streaming incurs some time lag in processing data compared to Apache Storm.

6.3.2 Maximum Throughput Threshold

The Maximum Throughput threshold is the maximum rate at which a data stream processing technology is able to accept input data into the system for processing in a given hardware, software and network setup. Knowing the characteristics of big data, a technology will be better than the other if it can handle more throughputs without any processing delay. Performing specific tests on Apache Spark Streaming and Apache Storm in order to understand how resistant the technologies are to higher throughputs gave an idea as to which technology can handle more data rate than the other.

It was understood from individual experiments on Apache Spark Streaming and Apache Storm, as explained in Sections 6.1.1 and 6.2.1, that for the given setup and data processing requirement, Apache Spark Streaming could not handle throughputs of and above 100,000 tuples per second where as for the same setup and data processing requirement, Storm faced problems in handling data rates of and higher than 130,000 tuples per second. This shows that Apache Storm as a data stream processing
technology is slightly better at handling higher throughput than Apache Spark Streaming.

In order to compare variations of the performance results, experiments were run for the same evaluation parameters on Apache Spark Streaming and Apache Storm. As the SLA for updating Redis is 1 second for Apache Storm, the batch duration was set to 1 second for Apache Spark Streaming. The maximum throughput for both the technologies was kept as 130,000 tuples per second and the test was run for 120 seconds. The results obtained can be represented as follows:

![Graph](image)

**Figure 41**: A comparative graphical representation of the performance results of Apache Spark Streaming and Apache Storm.

From the above figure, it is implied that for a given set of conditions, Apache Storm provides with lower processing time figures than Apache Spark Streaming.

However the project timeline did not allow the experiments to be conducted on multiple nodes. By increasing the number of executors and tasks for the same worker, parallelism of data processing was still tested for Storm. But similar experiments could not be done on Apache Spark Streaming due to time constraints. It might be interesting to observe the results obtained from the same application when run on a multi-node clustered or distributed environment.

It may be concluded here that as standalone systems, Apache Storm could handle higher throughput than Apache Spark Streaming.
6.3.3 Latency Recording

Latency can be defined as the time taken for a data stream processing technology to process data and generate the desired output after the input data has been accepted or injected into the system. If the characteristics of big data are looked into, a technology will be better than the other if it shows lower latencies figures. A very important aspect of data stream processing technologies is to be able to process data and provide results with minimum delay. It should be fast and accurate in its processing.

This experiment was conducted to understand which technology was able to provide with lower latencies. For this, the window processing time was recorded for different throughputs for both Apache Spark Streaming and Storm. The batch duration for Apache Spark Streaming was set to 1 second. In order to get the final event latency the processing time was subtracted by the window duration, as explained in details in Section 5.1.2. The results obtained were as follows:

<table>
<thead>
<tr>
<th>Technology</th>
<th>Throughput (tuples / second)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Batch Duration for Spark Streaming: 1 second</td>
</tr>
<tr>
<td></td>
<td>10K</td>
</tr>
<tr>
<td>Apache Spark Streaming</td>
<td>85</td>
</tr>
<tr>
<td>Apache Storm</td>
<td>66</td>
</tr>
</tbody>
</table>

Table 8: A tabular representation of the final event latencies obtained for different throughput values for Apache Spark Streaming and Apache Storm.
Graphical representation of the above figures is as follows:

![Graphical representation](image)

**Figure 42: A comparative graphical representation of the final event latency variation with respect to increasing throughput.**

From the above representation, it is analysed that Apache Storm is capable of providing with much lower latencies than Apache Spark Streaming. The difference in the latency figures between Apache Storm and Spark Streaming increases to a great extent for higher throughputs.

For lower throughputs, Apache Storm achieves sub second latencies. For higher throughput, it increases slightly and goes up to a maximum of around 2 seconds. On the other hand, Apache Spark Streaming provides with latencies going up to several seconds. Hence its concluded that Apache Storm is capable of achieving sub-second latencies and keeps it to very low levels, whereas Apache Spark Streaming provides with latencies which go up to a few seconds.

However as the experiments have only been done on a standalone node, it is not known whether the same results would be replicated in a multi-node arrangement as well.

### 6.3.4 Fault Tolerance

Fault tolerance is the mechanism followed by the data stream processing technologies to handle faults such as network or process failure. For a data stream processing technology, it is very important to follow a proper message delivery semantic as data is not stored anywhere before processing. In case of any failure, the technology should be able to retrieve or recall the message.
By default, Apache Spark Streaming allows exactly-once message delivery whereas Apache Storm guarantees at-least-once. The details of these message delivery semantics have been discussed in Sections 2.1.1.2.1 and 2.1.2.2.1 respectively. Exactly-once delivery is by far the most desired fault tolerance behaviour out of the three. For this, a technology has to ensure that no messages remain undelivered or are duplicated. In case of any failure, where a delivery confirmation has not reached the sender, the sender will only re-send the message after ensuring that the message has not been delivered. On the other hand, at-least-once message delivery semantic ensures that each message is delivered at least once. In case of failures such as network failures, where it cannot be determined whether the message has reached the destination or not, the system will re-send the message. This semantic ensures that no messages are missed but also results in duplicate deliveries and processing.

Going by default settings, Apache Spark Streaming provides with better fault tolerance techniques than Apache Storm. It is however possible to make Apache Storm apply exactly-once semantic through the use of Trident, which is another layer of abstraction on Apache Storm to do real time computations. [67]
Chapter 7

Conclusions and future work

The main aim of this project was to firstly get a good understanding of the different data stream processing technologies available, select two of these to further evaluate the differences in their approach towards processing data streams experimentally by performing benchmark tests and finally be able to provide with a detailed comparative analysis to understand and note their suitability in different scenarios.

In order to achieve this, few data stream processing technologies available were looked at in detail. Their architecture and design were analysed in order to understand how each one handles fast and parallel processing of data streams continuously entering into the system. Out of these, two of the most popular open source technologies used these days, that is, Apache Spark Streaming and Apache Storm were selected as candidates for a detailed evaluation in order to compare and find out which technology is more favourable in what conditions. The selection was made on the basis of popularity, that is, two most widely used technologies were chosen. Apache Spark Streaming is the most popular among all the technologies available with a user community size of more than 280 contributors followed by Apache Storm with more than 100 contributors [69]. Also, Spark Streaming and Storm, both being Apache projects, getting help from their developer community, if required, and getting issues solved was ensured. Thirdly, being open source helped in the fact that this project was executed and completed without any cost incurred to use the technologies.

The next requirement was to choose an appropriate benchmark to execute tests to better understand the performance and capability of the two technologies. For this few of the available benchmarks, built to evaluate different data stream processing technologies were studied in detail. Most of the benchmarks were strong with a good scenario implemented to measure performance of these technologies. However the constraint faced was that most of them did not share much knowledge about the data sets that were used. Also with the unavailability of source code, fundamental concepts were not cleared and doubts about the implementation remained. The requirement here was of a strong benchmark that provides access to its data, processing logic and code in order to use the same to conduct performance experiments for this project. Hence, the benchmark designed and developed by Yahoo! was chosen. Yahoo!, an avid user of data stream processing technologies, came up with a strong benchmark by implementing a real world scenario where data is processed several times before
generating output without much time lag. Hence factors such as availability of resources, simulation of a real world scenario, etc. influenced the decision in favour of the Yahoo! benchmark.

The next task was to concentrate on how to use the benchmark for Apache Spark Streaming and Apache Storm. These included various software installaations to be done before proceeding with the evaluation. A node with satisfactory hardware and network parameters was chosen and the software stack was built up for it to be able to execute the benchmark. Also many issues came up which had to be taken care of. For example, there was port conflicts faced, for which changes to port numbers had to be done in multiple configuration files. Working through such issues ensured that the benchmark could be successfully used.

Finally the benchmark was executed to install all the required technologies and then evaluation tests were run for Apache Spark Streaming and Apache Storm. Certain technology specific experiments were planned as well to see how the change of certain control parameters affected the performance of the system. The main focus was on how fast the data is being processed and how well the technologies can handle higher rates of data ingestion. Multiple experiments were conducted to understand their behaviour and explanations were sought to correlate with the findings.

Lastly a detailed comparative analysis was done to reach a conclusion as to which technology worked better in this particular hardware, software and network setup. It was found that Apache Storm was able to handle a maximum throughput of 130000 tuples per second beyond which its performance deteriorated. Apache Spark Streaming fell behind Storm in performance here as it was able to handle a maximum throughput threshold of 100000 tuples per second only. Also Apache Storm took lesser time to process the data then Apache Spark Streaming. Although tuning control parameters such as reducing the batch duration for Apache Spark Streaming returned better performance results, it still could not match up to the results obtained for Apache Storm. A couple of other parameter tuning were experimented with for Apache Spark Streaming but unfortunately did not return better results. For example, it was thought that enabling backpressure or the facility available in Apache Spark Streaming to dynamically regulate the load of incoming data with respect to the rate of processing of jobs would make the performance results better. But on the contrary it was not found to be so. A reason for this could be that there is an overhead for buffering messages which are not accepted by the system momentarily.

Another parameter experimented with was increasing the number of Apache Kafka partitions in order to increase the level of parallelism at data receiving. This too, unfortunately returned with poorer performance results for Apache Spark Streaming. As Apache Kafka has been integrated with Spark Streaming using the Direct Approach method in this benchmark, it was thought that increasing the number of Kafka partitions would result in more number RDD partition thereby increasing the number of jobs being generated for processing at a particular time. However it was observed that that it took more time for the jobs to get completed, which led to the conclusion that more number of jobs at the same time increased the overhead of scheduling them. One thing to be noted here is that all the above explained experiments were conducted for a
single node implementation. The results obtained might differ for a multi-node implementation, which was not experimented with in this project due to time constraints.

A few parameter-tuning experiments were conducted for Apache Storm as well. For example, The ACKing or automatic backpressure facility was disabled to see its effect on the performance. It was observed that disabling ACKing resulted in better performance from Apache Storm. ACKing controls the rate at which data is received for processing depending on the load of the system and hence has to buffer messages which are momentarily not accepted by the system due to processing load. Disabling this facility eliminates the overhead of buffering and hence provides with better results.

A very important observation made was that increasing the number of executors and tasks for a worker in Storm resulted in lesser processing time proving that increasing the level of parallelism at data processing increases performance. The effect of increasing the number of workers could not be checked due to time constraints. All experiments conducted were for a single node.

7.1 Recommendations

This section discusses the better suitability of each technology based on particular requirements. After the detailed analysis that was done on Apache Spark Streaming and Apache Storm based on the experimental results, the suitability of these technologies in different scenarios are recommended below.

Based on the observations obtained in this project, it was noticed that Apache Storm was able to perform better than Apache Spark Streaming in the given setup and scenario. It recorded higher throughput threshold than Spark Streaming and logged much lower latency figures. The main reason for this was found out to be the difference in their approach towards handling data processing. Apache Storm is a task-parallel system which focuses on distributing tasks and executing them in parallel in multiple nodes. In contrast to this Apache Spark Streaming is a data parallel system which focuses on executing the same task on multiple data sent across multiple nodes. For task intensive scenarios, or logic which involves a lot of different tasks to be processed, Apache Storm is recommended as the technology to be used. Apache Storm can be useful in areas of scientific research and financial fraud detection where the complexity lies more in the programming logic than on the data volume.

Similarly for data intensive problems, where the data load is much more than the number of tasks performed in the problem, Apache Spark Streaming is recommended. Problem scenarios such as processing huge amounts of social media data, which do not require strict sub-second latencies, can use the benefits of Apache Spark Streaming.

Also for problem scenarios where one of the major requirements is to complete processing as fast as possible, Apache Storm is recommended technology. This is due to the fact that Apache Storm has much lower latencies than Apache Spark Streaming. Apache Storm is able to complete execution of data streams with sub-second latencies, whereas Apache Spark Streaming logs latencies which are in seconds. For critical use
cases such as trying to know whether a financial transaction was fraudulent or not, it is very important process the data and generate alerts as soon as possible.

Considering problem scenarios where robustness and fault tolerance are the major requirements, Apache Spark Streaming should be considered as the technology to be used for data processing. Apache Spark Streaming provides with exactly once message delivery guarantees. This is due to the fact that Spark Streaming uses the concept of Resilient Distributed Datasets (RDDs) which are immutable sets of data for processing. Any data lost, can be retrieved from the RDDs. On the contrary Apache Storm provides with at least once message delivery guarantee which ensures no loss of data but can lead to data duplication. Though Apache Storm may be configured to provide exactly once message delivery guarantee, it will need to work with Trident, which is an extra layer of abstraction. If fault tolerance is a major factor to be looked at, Apache Spark Streaming is more suitable for use. A use case for Apache Spark Streaming here would be maintaining and processing huge amounts of data generated by financial stock buying and selling. Similarly, processing Twitter messages and suggesting an impression of a topic, where it is not necessary to process or count all the tweets is better handled by Apache Storm.

7.2 Future Work

Building upon the work that has already been done in this project, there can be various ways in which the work can be taken forward in order to make the project more enriching and useful. Some of the enhancements that may be worked on are as follows:

7.2.1 Evaluating Apache Spark Streaming and Apache Storm in a multi-node environment

This project executed the technologies in a standalone single-node environment. As extension to the work done here, it may be observed how the different technologies perform in a multi-node environment. These technologies are built to process huge amounts of data in a parallel environment and hence it is very important to evaluate which technology fares better in a multi-node distributed or clustered environment. This task was planned as an extension work to this project but due to time constraints, could not be pursued.

7.2.2 Extending this project to include other data stream processing technologies

This project involved the evaluation of two major data stream processing technologies. Although a lot of insight has been gained for Apache Spark Streaming and Apache Storm, there are few other data stream processing technologies which have not been experimented with. As extension to this project work, other technologies such as Apache Flink, Google Dataflow, Amazon Kinesis, Apache Samza, etc. may be evaluated using the same platform. This can give us an idea as to which data stream processing technology is by far the strongest.
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